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PREFACE 

At the present time - almost 30 years into the age of computers, 

it is vacuous to argue for the use of computers by engineers. The 

relevant question is which jobs are worthwhile programming for a computer. 

In the waste management field extensive use ±s^ being made 

of computers for large scale systems studies such as the well known 

Delaware River study done about 10 years ago in the United States or 

for studies of dam storage and release policies with respect to 

water flow for waste dilution. Studies of this type, however, have 

been performed by university research groups, Government agencies or 

just a few highly specialized consultants. Computers have not been 

applied to the more mundane tasks of planning local waste treatment 

systems or to treatment plant design to any significant extent in 

either the U.S. or in Canada. 

The potential for computer application to performance, 

planning and design studies of waste treatment systems is substantial. 

Why the application has not been made rests upon the argument that no 

two design or planning situations are the same, so that these activities 

are "non repetitive". Also cited are: the high level of uncertainty in 

design which negates any attempt at sophistication; the judgement and 

experience which enters into design; computer cost; and, the need for 

"computer specialists", whereas in most consulting organizations and 

municipal staffs almost every man must be a "generalist". 

These reasons were valid until just a few years ago. The 

rapid advance in applications software now make it possible to handle 

"non routine" waste treatment systems almost as easily as "routine" 

ones. Computer-aided design does not overcome the problem of un

certainty. However, with this approach,explicit allowance can be made 

for uncertainty. Design "risks" can be quantitized. The software 

packages that we will consider in these Notes have been so organized that 

the judgement and experience of senior staff can be brought to bear on 

design or analysis problems almost as easily as they can using conventional 

engineering procedures. The software has been developed so that it can 

be used and even modified by a "generalist" having only an undergraduate's 
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background in computing. Computing costs have become surprisingly 

reasonable. 

Computing terminals connected to large central machines 

cost in the order of $150/month. Charges for actual computing time 

vary considerably depending on the priority requested. Use of the 

type of programs discussed in the Notes will require only 5 to 15 

seconds of computing time/run (at a cost of between $2 to $6). A 

design job might require in the order of 10 to 20 runs to test 

different arrangements and types of units. Thus, the direct computing 

cost for a design will be in the order of $20 to $120. Cost alone 

is not the real justification for adopting computer-aided procedures.' 

The justification ±s^ that a substantially better job can be done at 

little extra cost. 

We believe that computers should find use in waste treatment 

planning and design studies and we are confident that widespread use 

in Canada is just a few years away. One day, we expect, it will be 

difficult to imagine how waste treatment planning studies could have 

been done without computer simulation or how design studies could have 

been carried on without computer assistance. We hope that these 

Notes and the Workshop which the Notes are intended for will contribute 

to the early realization of our expectation. 



iii 

PREFACE 

Aujourd'hui, quelque trente ans apres la naissance de l'ordinateur, 

point n'est besoin de precher en faveur de son emploi par les ingenieurs. 

II s'agit maintenant de savoir determiner quelles taches justifient une 

programmation. 

Dans le domaine de la gestion des dechets, on fait un emploi 

intensif des ordinateurs pour les etudes de systemes a grands echelle tel 

la fameuse etude de la Delaware, effectuee aux Etas-Unis il y a une 

dizaine d'annees, ou pour l1etude de programmes de gestion des barrages-

reservoirs quant au debit d'eau necessaire & la dilution des residus. Ces 

etudes n'ont toutefois ete realisees que par des groupes de recherche 

universitaires, par des organismes gouvernementaux, et par une poignee 

de conseillers hautement specialises. Aux Etats-Unit comme au Canada, 

les ordinateurs n'ont pas ete appliques d'une facon serieuse aux taches 

plus routinieres que constituent la planification de systemes de traitement 

des dechets locaux ou la conception d'usines de traitement. 

L'application de l'ordinateur, aux etudes de performance, de 

planification et de conception de systemes de traitement des residus offre 

de grandes possibilites. Si l'application n'a pas ete faite, c'est parce 

qu'on soutient que jamais deux situations de conception ou de planification 

ne correspondent exactement, et que ces demarches ne sont pas repetitives. 

Parmi les autres arguments invoques, on trouve: la profonde incertitude 

dans laquelle se deroule la conception, ce qui hante toute recherche de 

perfectionnement; le jugement et l'experience qui entrent en ligne de compte; 

les couts associes aux ordinateurs; et finalement le besoin d'informaticiens, 

vu le fait que presque tout le personnel de la plupart des organismes de 

consultation et du personnel des municipalites se doit d'etre generaliste. 

Ces raisons etaient encore acceptables il y a quelques annees a 

peine. Mais les progres rapides enregistres dans les peripheriques d'appli

cation permettent aujourd'hui de manier les systemes de traitement non-

routiniers aussi rapidement que les systemes routiniers. Quoique la conception 

automatisee n'elimine pas le probleme de 1'incertitude, elle nous permet 

d'en tenir compte avec precision. 
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Les "risques" de conception peuvent ainsi etre quantifies. Les ensembles 

de programmes que nous etudierons dans ces Notes ont ete organises de 

sorte que la jugement et 1'experience du personnel expSrimente puissent 

etre amenes a resoudre des problemes de conception ou d1analyse presque 

aussi facilement qu'a l'aide de methodes classiques. Les peripheriques 

ont ete determinees de fagon qu'elles puissent etre utilisees et meme 

modifiees par un "generaliste" ne possedant que la connaissance en 

informatique d'un etudiant sous-gradue. De plus, les couts de calcul 

sont maintenant tres abordables. 

Les postes de calcul relies aux ordinateurs centraux geants ne 

coutent environ que $150 par mois. Les taux de la duree effective de calcul 

varient considerablement selon les priorites. L'emploi des types de 

programmes etudies dans ces Notes n'exigera qu'une duree de calcul de 5 

a 15 secondes (soit un cout de $2 a $6). Un programme de conception peut 

necessiter entre 10 et 20 essais pour verifier divers arrangements et 

types d'unites. Le cout effectif des calculs pour un programme de conception 

donne se situerait done entre $20 et $120. Le cout n'est alors par la 

seule veritable raison d'adopter les methodes automatisees. La raison 

majeure qui justifie l'emploi de l'ordinateur est qu'un travail de qualite 

sensiblement superieure peut etre effectue a un cout a peine plus eleve. 

Nous sommes d'avis que l'ordinateur devrait etre employe dans 

les etudes de planification et de conception de systeme de traitement des 

residus et confiants d'etre temoins d'un emploi generalise de l'ordinateur 

au Canada d'ici quelques annees. Nous croyons qu'un jour il sera difficile 

d'imaginer comment les etudes de planification de traitement des residus 

auraient pu, deja, s'effectuer sans la simulation mathgmatique ou comment 

les etudes de conception aurient pu etre realisees sans l'aide de l'ordina

teur. 

Nous esperons que ces Notes et l'Atelier auquel elles sont 

destinees contribueront a la realisation prochalne de nos espoirs. 
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1 INTRODUCTION 

The objectives of the Workshop will be dealt with in this 

chapter. Organization, including how the lectures and Workshop sessions 

will be conducted, will also be discussed. We will indicate the indivi

dual work - as projects - you should undertake, and how to make the best 

use of these Notes and other materials furnished during the course. 

1.1 Objectives 

The Workshop is intended, first of all, to introduce you to 

the "art" of mathematical simulation and computer-aided design of waste 

treatment systems. For participants whose functions are primarily mana

gerial, course content and your active participation in a working group 

should give you an appreciation of the power and the utility of these 

computer-oriented techniques. You should also obtain insight into pos

sible applications of these techniques within your organization. 

For engineers who intend to use the techniques personally, the 

Workshop proposes to achieve a level of understanding and competence that 

will enable you to undertake computer-aided design and system simulation 

confidently. At the end of the course, you should be able to use the 

SEPSIM Executive and the existing model library on systems you are work

ing on. You should be able to modify a process model or even to program 

your own models within SEPSIM, Perhaps some of you may be capable of 

developing your own design and/or simulation systems. 

The Workshop also has the aim of introducing you to the rapidly 

developing research literature on computer-aided design and management 

techniques. Unfortunately, the literature on applications of these tech

niques to real problems is quite sparse. 

1.2 Organization of the Workshop 

The objectives we have set for the Workshop cannot be accom

plished by just reading or attending lectures. Your personal involvement 

in applying the techniques is essential. This is why we have chosen a 

"workshop" format for our course. 

Contact with ideas, techniques and conventions will be made 

through the lectures and these Notes. Understanding and confidence will 
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come about through the application of the course material to real simula

tion and design problems. 

The Workshop will consist of lectures - two each day - which 

will discuss the basic concepts in simulation and design and introduce 

the specialized techniques which have been developed as well as the con

ventions which have become accepted. All the lecture material will be 

drawn from these Notes. Moreover, the Notes contain the details and the 

background information which cannot be fitted into the lectures. 

The second component of the Workshop will be the working ses

sions. Again, there will be two of these per day with an evening session, 

if required. Your full participation in the sessions is essential if you 

are to gain full benefit, and also if the course is to be useful to 

others. 

The working group will undertake a task in simulation or de

sign the same day it is dealt with by the lectures or in the reading. 

This will provide immediate reinforcement of reading and lecture material. 

1.3 Workshop Sessions 

Computer simulation and design should not be treated as "push

button" operations. There is quite a bit of work required before you 

push the button and, of course, the computer cannot interpret for you the 

significance of the computer print-out. There is, as Figure 1-1 shows, a 

cooperative relationship between you and the computer. 

Your information input into the computer must be through a 

specialized "language" compatable with the Executive routine used for 

design or simulation. A well designed Executive routine talks back 

fortunately in the standard engineering language. In this course, the 

"language" we will use is specific to the SEPSIM Executive. Nonetheless, 

there is much similarity between the "languages" used by the various 

routines so that once you can work with the SEPSIM version, others can 

be acquired easily. 

The SEPSIM "language" is not difficult to learn. It is a FOR

TRAN type "language" supplemented simply by ways of encoding information 
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= information flow 

Engineer Functions 

Determination of flows, compositions, 

and conditions of the feed stream 

Formulation and coding of the 

process network 

Development and coding of models for 

the various processes and operations 

in the system 

Determination of the proper parameters 

(dimensions, constants, etc.) for the 

unit models 

Computer Function 

Interpretation and utilization of results^: 

=^Organization of a calcu

lation scheme 

1 
^ Calculations 

Storing information 

Iteration when necessary 

Presentation of simula

tion or design results 

FIGURE 1-1. SCHEMATIC DIAGRAM OF THE COMPUTER-ENGINEER RELATIONSHIP IN 

SIMULATION AND DESIGN. 

*This figure adopted with permission from Crowe et al., "Chemi
cal Plant Simulation", Prentice Hall (Englewood Cliffs, N.J., 1971). 
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and operating directions for the program. In the Workshop sessions you 

will learn to communicate with the computer in the SEPSIM "language". 

An important aim of the Workshop sessions will be to provide 

you with an exercise in writing.mathematical models for various process 

units in a waste treatment plant. You will see that this is hardly the 

formidable task it appears to be. 

Workshop sessions will provide direct "hands on" experience 

for the tasks required in simulation and computer aided design. These 

tasks are: 

(i) Preparation of-..a simulation model for a process unit; 

e.g., a primary settler 

(ii) Preparation of a design model for a process unit as in 

(i) 

(iii) Flow network analysis and encoding for simulation or de

sign 

(iv) Selection of a stream content list (information vector) 

(v) Data organization for simulation or computer-aided design 

(vi) Running of a simulation or a single design case 

(vii) Program modification 

Working groups will be organized to undertake either the simu

lation of the mean performance of an operating Canadian treatment plant; 

the design of a plant expansion; or the design of a completely new plant 

using the tools to be developed in the course. Each group will consist of 

five to six members and will be assisted by one of the instructors or a 

special assistant. Instructors and assistants will act as group super

visors. They will also provide individual assistance in the modelling task 

and group assistance in other organizing and programming tasks. They will 

be with the group throughout the workshop sessions. 

Of the tasks listed above, only (i) and (ii), and possibly (vii) 

are to be done individually. The other tasks are much less time-consuming. 

They can be undertaken by the group together or by smaller sub-groups so 

as to provide most group members with experience. 

To keep the length of the Workshop within reason, the time you 

will have to work on a model and to prepare data for a computer run will 
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be limited. The models you use therefore will be rather primitive. It 

is important that a strong contribution be made by each participant if 

the workshop sessions are to be successful. 

1.4 Materials to be Furnished 

As appendices to these Notes, the Workshop materials include a 

"User's Manual for SEPSIM" and a similar manual for the TESTER program. 

The manuals are primarily intended for use after the course, but you 

may wish to refer to them during the Workshop sessions. 

Both user's manuals contain detailed instructions for the pre

paration of data for submission to a batch terminal. They discuss details 

of the output format which may be helpful in interpreting computer print

out. The SEPSIM manual contains an explanation of how the SEPSIM Execu

tive functions. A listing of the executive is in this manual. A listing 

of TESTER is contained in the second manual. 

The manuals contain the software you will need to mount a simu

lation system for your company. It is, however, rather tedious to con

vert a listing into a program. A less costly action would be to obtain 

a tape copy or a card deck. If you are interested, arrangements for 

decks and tapes can be made through Professor P. L. Silveston, Department 

of Chemical Engineering, University of Waterloo, Waterloo, Ontario, N2L 

3G1. 

1.5 Use of the Notes 

These Notes are intended to be a primary source of the ideas, 

principles and methods used in simulation and computer-aided design. All 

the lecture material, including the slides, is presented herein. Moreover, 

the Notes offer a more detailed treatment of many of the principles and 

methods, as well as some discussions on the backgrounds of some of the 

concepts. The Notes are also intended to serve as a reference for your 

further efforts in this area once the course has been completed. 

Directions for many of the tasks in the Workshop sessions will 

be found in these Notes. Examples illustrating model development and 

such things as network encoding are provided. You will find that theo^ 

retical and to a lesser extent performance data are supplied in 

chapters 7 to 13 for the more frequently encountered unit operations and 



1-6 

processes in waste treatment. 

It would be to your advantage to read through the pertinent 

section of the Notes before a topic is introduced in the lecture. It 

will in fact be necessary for you to read sections of these Notes before 

undertaking Workshop tasks such as writing process models, encoding net

works, etc. 
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2 USE OF COMPUTERS IN PROCESS ANALYSIS AND DESIGN 

Our purpose in this chapter is to demonstrate the usefulness of 

computer-aided process design and simulation by describing a few of their 

recent applications. Our examples will be taken from the chemical indus

try rather than waste treatment simply because much more has been written 

about chemical applications. We shall examine briefly the variety of 

computer programs which have been developed for design and/or simulation. 

Finally, we shall suggest promising applications of these techniques to 

waste treatment systems. 

2.1 Some Definitions 

In this Workshop, we are dealing essentially with the discipline 

called variously process analysis, operations research or systems engi

neering. In this discipline, problems or systems are placed in mathema

tical form - that is, a model is constructed - and the behaviour of the 

system or its cost is studied by manipulating the mathematical model. 

Through study of the model then, we can find what equipment is required 

to do a job. This is referred to as "design". Alterna

tively, through simulation, we can see how a system will behave as the 

inputs change or when its operation is varied. Simulation and computer-

aided design are the forms that operations research take for different 

types of problems. 

Let's define "simulation" first. It is currently an "in" word 

with many meanings. However, we will use it to mean the representation 

of a system - specifically, the behaviour of a system • by a model. 

"Model" is easier to describe than define. Figure 2-1 tabulates 

commonly encountered models and classifies them in groups according to 

the increasing level of their abstractness. It is evident from the figure 

that the cost of using the model decreases sharply as abstractness in

creases. The figure suggests why mathematical models are used whenever 

possible. We will deal only with mathematical models in the Workshop. 

A mathematical model is easier to illustrate than to describe. 

Take the expression, 

y = x + f (x, w, v, z) 
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IDENTICAL IN TOPOLOGY AND PHYSICAL 
PHENOMENA 

Semi Works 

Pilot Plant 

Laboratory (Bench) Scale Unit 

IDENTICAL IN TOPOLOGY BUT DIFFERENT 
PHYSICAL PHENOMENA 

Mechanical or Hydraulic Analogs 

Resistance-Capacitance Networks 

Amplifier - Potentiometer Networks 
(Analog Computer) 

MAY BE IDENTICAL IN TOPOLOGY. BUT 
UNREAL 

Mathematical/Logical Statements 

Digital Computer Models 

FIGURE 2-1. CLASSES AND CHARACTERISTICS OF PROCESS MODELS 

This statement could be a model by itself or just part of a model. If 

y = the number of E. coli per cc. leaving a chlorine contact basin, 

x = the number of these bacteria entering; and w, v and z are, for ex

ample, the chlorine dosing rate, the detention time and the temperature, 

then the statement would be translated into English as: The E. coli popu

lation after chlorination will depend upon the number entering and the 

operation of the contact basin. The mathematical statement is also 

quantitative. The function f (x, w, v, y) says exactly how the para

meters w, v, z govern the exit population. 

Parameters are properties (such as temperature, volume of a 
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basin, or impeller speed) which can be assigned a numerical value. In 

models, they will usually appear as constants, either coefficients or 

exponents, in an equation. 

For a system there will normally be a model for each component 

of the system. The models are tied to one another through a network 

representing the flow lines (pipes, power lines, etc.) which connect the 

components or units in the real system. Consequently, in simulation, we 

study the real system by manipulating a collection of models and their 

embracing network. 

In simulation, the inputs and the design are known and we 

seek the output. In design, on the other hand, we know the outputs and 

the inputs and seek the system. Only a few of the many possible systems 

are usually considered in design, and in waste treatment the choice is 

reduced further by regulatory agencies and, to some extent, tradition. 

Since the network is often fixed thereby, the design problem simply be

comes one of finding the sizes and operating conditions for the process 

units making up the system. 

Computer-aided design differs from design in general only 

through the "tools" used. Mathematical representations of the process 

units are used, and the parameters of these models are determined so 

that the system will achieve the specified outputs. The "best" collec

tion of parameters in the "best" network gives the system design. 

2.2 Brief Historical Background 

The first major application of mathematical modelling of systems 

to solve operating problems or improve design was during World War II. 

Strategic problems such as the moving of equipment and materials, and 

tactical problems such as designing fire-control systems were solved 

through modelling. Simulation and other aspects of systems analysis have 

continued to play an important role in all phases of military planning. 

Applications in the early 50's were mainly to transport and 

business problems. For example, modelling was used to determine the 

quantities of stock a manufacturer should keep on hand, and the best 

production schedules for multiple styles and sizes of articles. Oil 
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refiners used various types of modelling and simulation procedures to 

organize their tanker shipments and to determine the size of the fleets 

they should maintain. 

By the end of the 50's, work had started on applying modelling 

and simulation techniques to process systems where material is converted 

physically and/or chemically from one form to another. The intent of 

much of this early work was to see if the operation of existing process 

systems could be improved. 

Interest in computer simulation and eventually in computer-

aided design had reached a sufficient level by the middle of the last 

decade, that students were being introduced to the techniques as part of 

their graduate and, in some cases, undergraduate training. In 1965, 

chemical engineering undergraduates at McMaster University undertook the 

simulation of a sulfuric acid plant as part of their undergraduate pro

gram. Currently, most chemical engineering departments in North America 

have a simulation program which they use on occasion for student project 

studies. The PACER executive program, developed at Purdue University 

between 1961 and 1963 was in use at twenty-five academic institutions by 

1968. 

Application of the techniques to waste treatment system began 
(1 2 3) 

in the 60's. A few papers ' ' in the Sanitary Engineering literature 

discussed the behaviour and the design of river-treatment plant systems. 

Application to the treatment plant proper was underway in 1966 in both 

the U.S.A. and Canada. In 1968, students at the University of Waterloo 

undertook the modelling and simulation of six municipal treatment plants 
(4) 

in Southern Ontario , while R. Smith and co-workers at the Cincinnati 

Water Research Laboratory ' described a computer-based system they had 

developed to size and cost a conventional activated sludge waste treat

ment system. 

'Lynn, W. R., J.A. Logan, and A. Charnes, J.W.P.C.F., .34, 
565 (1962). 

(2) 
v Waller, W.S., and H.B. Gotaas, J. San. Eng. Div. , A.S.C.E., 

92 (SAP, 163 (1966). 
(3) 
v 'McBeath, B.C., and R. Eliassen, J. San. Eng. Div., A.S.C.E., 

92 (SA2). 147 (1966). 
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L. T. Fan and colleagues at Kansas State University published 

in 1972 the first of series of papers on the application of computer-

aided design to waste treatment systems . There appears to have been 

a surge of interest in applications to waste treatment systems in the 

last few years. A few of the publications which have appeared are listed 
(8 — 1 2^ 

below in the footnote . The interest has centered primarily in 

University or Government Laboratories, however- There seem to be no app

lications to "real" problems. 

(4) 
Silveston, P.L., "Digital Computer Simulation of Waste 

Treatment Plants Using the WATCRAP-PACER System", Water Pollution Control, 
69, No. 6, pp. 686-693 (1970). 

Smith, R. , "Preliminary Design and Simulation of Conven
tional Waste Water Renovation Systems Using the Digital Computer", Water 
Pollution Control Research Series Publication, WP-20-9, Ohio Basin Region, 
F.W.P.C.A., Cincinnati, Ohio, May 1968. 

^ 'Smith, R., Eilers, R.G., and Hall, E.E., "Executive Digital 
Computer Program for Preliminary Design of Waste Water Treatment Systems", 
Water Pollution Control Research Series Publication, WP-20-14, F.W.P.C.A., 
Ohio Basin Region, Cincinnati, Ohio, August 1968. 

'Chen, G.K., Fan L.T., Erickson, L.E., "Computer Software for 
Waste Water Treatment Plant Design", J.W.P.C.F., 44, 746-762 (1972). 

Silveston, P.L., "Simulation of the Mean Performance of 
Municipal Waste Treatment Plants", Water Research, j) (1972). 

(9) 
v 'Hoffman, T.W., Woods, D. R., Murphy, K.L. and Norman, J.D., 

"The Strategy and an Example of Simulation as Applied to a Petroleum 
Refinery Waste Treatment Process", J.W.P.C.F., in print (1973). 

^Naito, M., T. Takamatsu, and L.T. Fan, Water Research, 3_» 
433 (1969). 

'Matsumoto, J . , and M. Onuma, J . J a p . Sew. Works Assn. , _5, 
(46 ) , 37 (1968). 

(12") 
v 'Evenson, D.E., G. T. Orlob, and J.R. Monser, Ind. Water 

Engrg., 6 (2), 16 (1969). 
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2.3 Examples of Recent Applications 

Computer-based simulation and process design are now used 

routinely by the major petroleum refiners, such as Shell, Mobil, and 

Humble, as well as major petrochemical and chemical producers such as 

Du Pont, Monsanto, Dow, and I.C.I. Pulp producers in the U.S. have 

reported the use of simulation, and apparently some of the international 

extractive metallurgy companies are employing it as well. 

Wide use of computer-based techniques by the industrial colossi 

have forced engineering consultants and contractors who provide services 

to these companies to adopt these methods. Organizations such as Cata

lytic Construction Co., M.W. Kellogg, Lummus, Bechtel, Chiyoda (Japan) 

and Fluor employ computers for their process design studies. 

Industrial corporations have been rather secretive about how 

they are using computer techniques. A few publications, however, have 

indicated the broad outline of their application. The Fortier, Louisiana 

Complex Ammonia plant of American Cyanamid was simulated in the early 

60's to see if production could be increased without additional invest-

(13) ment or to minimize the capital required for plant expansion 

The Fortier plant begins with a waste stream containing hydro

gen, and dry air. The hydrogen stream is reacted catalytically with 

steam to increase its hydrogen content and then partially condensed to 

yield almost pure hydrogen. High purity nitrogen is obtained from air 

by low temperature fractionation. Both gases are combined and react at 

high pressures to form ammonia. Figure 2-2 shows a simplified flow sheet 

of the process. The flow sheet is appreciably more complex than those 

encountered in waste treatment, while the catalytic reactions which occur 

are about as difficult to model as biological oxidation. 

A 107o increase in production was achieved through the simula

tion study without any major new investment. This surprising increase 

resulted from changing plant operation so as to eliminate mismatching of 

KL:>JArmstrong, G.M., and Olson, L.R., "Improving a Chemical 
Plant via Process Simulation", Chemical Engineering, September 3, 1962, 
pp. 135-142. 
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different units in the plant. Mismatching occurred originally because 

of differing design safety factors which caused the capacity of one unit 

to be larger or smaller than that of another unit. 

When simulation was used to study expansion of the Fortier 

plant, it was found that a 507o increase in production could be obtained 

at an investment which was 25% less than that which would have been 

estimated using conventional design techniques. Much of the increased 

production came from adding superchargers to the nitrogen and hydrogen 

compressor. This was possible because the two catalytic reactors in the 

system were overdesigned and therefore they had spare capacity. An 

analogous situation in waste treatment would be increasing the h.p. of 

surface aerators in an activated sludge unit as an alternative to buil

ding an additional train with aerators of the same horsepower. 

(14) In another application , I.C.I, used simulation to suggest 

the best operating conditions to permit a methanol synthesis plant to 

use an improved catalyst which lowered operating pressure,and to replace 

reciprocating compressors with centrifugal machines. The conditions 

found in the simulation study indicated a five fold increase in profita

bility would result from the plant changes. The study also established 

which operating conditions were sufficiently important to be controlled 

either by an operator or by automatic process control. 

Diamond Shamrock Corporation has used computer-aided design to 

investigate alternative processes for chemicals manufacture. The evalua

tion of processes to produce cyclohexane from a benzene feedstock is one 

application which was discussed in an article a few years ago. In 

their procedure a computer program first produced a material balance for 

the entire plant from specified plant inputs and outputs. The material 

flows calculated were supplied along with design parameters to another 

part of the computer program which then produced operating conditions, 

preliminary size of equipment, materials of construction and cost for each 

(14) 
v 'Shah, M.J., and Stillman, R.E., "Computer Control and Op

timization of a Large Methanol Plant", Ind. Eng. Chem. j62, No. 12, pp. 
59-75 (1970). 

Klumpar, I.V., "Process Predesign by Computer", Chem. Eng., 
September 22, 1969, pp. 114-122. 
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unit of the plant. Unit costs were combined to give the cost of the 

process. A comparison of costs then indicated the "best" process for 

cyclohexane production. In waste treatment this type of problem arises 

in comparing different modes of activated sludge operation or an oxida

tion pond against a small activated sludge plant. 

As our final example, we will discuss briefly a computer-aided 

design study of ethane and propane recovery from natural gas recently 

completed by a Canadian engineering organization . One of their 

clients wanted to determine if it was economically feasible to recover 

light hydrocarbon liquids (ethane and propane) from his natural gas wells 

and what the recovery would cost. Preliminary designs of two different 

processes were prepared and studied. One was a conventional process 

(Figure 2-3) employing oil absorption, while the other process (Figure 

2-4) was a new proposal employing a turbo expander which condensed some 

of the high pressure natural gas feed by refrigeration and expansion in 

a turbine. A computer-aided design program developed specifically for 

hydrocarbon systems by the ChemShare Corp. (Houston, Texas) was used to 

prepare the process designs for both processes. The computer printout 

provided sufficient information to calculate capital and operating costs. 

On this basis, the competing processes were compared. 

The designs for both processes are sensitive to the operating 

conditions. Consequently a realistic comparison of the processes can be 

made only when each process operates under optimal conditions. In the 

systems shown in Figures 2-3 and 2-4, a multitude of choices are avail

able for the operating conditions; however, the design will be more sen

sitive to some choices than others. For example, the design for the lean 

oil absorption system is particularly sensitive to the temperature in the 

absorption tower. On the other hand, the turbo expander system design is 

strongly affected by the pressure in the fractionating tower. With 

computer-aided design, a search can be undertaken to find the optimal 

conditions for each process. A like search without a computer normally 

would be far too time-consuming. Figure 2-5 shows the variation of the 

^16^Cullen, P.D., "The Turbo-Expander Process; A Critical Analy 

sis", Engineering Report, Dept. of Chem. Eng., Univ. of Waterloo, Water

loo, Ontario (1972). 
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TURBO-EXPANDER PROCESS EQUIPMTKT SIZES i INSTALLED COSTS 

BASIS (1) Deirethanizer pressures of 250, 350 and 500 psla considered. 
( I I ) Equip^nt sizes as provided by computer output. 
( I I I ) Installed costs given as at mid - 1372 and based on article "Oat* * Techniques for Preliminary Capital 

Cost Estimating* K.M. Guthrie, Chemical Engineering. 1969. 

EQUIP.VENT ITEM FRACTIONATOR OPERATING PRESSURE 

1 . FEED CRIERS 
3 Vessels 
Fenerat ion Furnace 
Regeneration Cooler 

2. REFRIGERATION PACKAGE 

3. FLASH DRUM 

TOTAL PRESSURE INDEPENDENT 
ITEMS 

4. FEED GAS HEAT EXCHANGER 

5 . EX?A.','CER 

6. COMPRESSOR 

7. JSTOR 

8 . DEf'ETHAHIZER 

9. BESiETHANtZER TRAYS 

10. C£ : :ETHCI IZER REBOILER 

TOTAL 

CCKTINGChCY (18X) 

GRAND TOTAL 

250 PSIA 350 PSIA 

EQUIPMENT SIZE COSTS ( » EQUIPMENT SIZE COST (j) 

7'6" 0x30' - lOOOpslg 560,835 
8XM BTU/Hr. 79,100 
7600 f t 2 - 150 pslg 19,000 

12i"M BTU/Hr. 716,300 

6" 0x24' - 1000 pslg 63.300 

1201 HP 

SC25 HP 

4624 HP 

4 '6" BxSO' - 275 pslg 

20 Valve Trays 

1 6 3 f t . 2 - 275 pslg 

1.438,500 

106,000 

2.083.000 

101,900 

4,300 

20,200 

j;?$3.9«J 

' 675.700 

4,429,600 

S . 4 « 3 f t . 2 - 1000 pslg 

957 HP ) 

4184 HP J 

3227 HP ) 

3 '6" 0x50' - 400 pslg 

20 Valve Trays 

9 3 f t . 2 - 400 pslg 

1,413,500 

166,000 

1,553.000 

81.900 

3,200 

13,900 

3,256.500' 

586,200 

3.842,700 

500 PSIA 

EQUIPMENT SIZE COST (S) 

1 0 . 3 7 2 f t . 2 - 1000 pslg 

661 HP ) 

2544 HP 1 

1883 HP ) 

2 ' 0x50' - 550 pslg 

20 Valve Treys 

8 0 f t . 2 - 550 pslg 

1.433.5C0 

232.C00 

1.C23.000 

50,500 

1.500 

16.900 

i.'iii.iii 
497,200 

3.2S9.6C0 

FIGURE 2 - 5 . RESULTS OF A COMPUTER-AIDED DESIGN STUDY OF THE EFFECT OF ONE OPERATING 
CONDITION ON THE DESIGN 
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design (see demethanizer or compressor) and the costs with tower pressure 

for the turbo-expander process. Although operation at 250 psl entailed 

the highest capital cost, hydrocarbon recovery was also highest and the 

cost per lb. recovered was lowest. These latter numbers are not shown in 

Figure 2-5. Indeed, it was found that the cost per lb. was lower than 

that achievable in the lean oil absorption process. Operation at 500 psia, 

on the other hand, results in a cost per lb. recovered which was higher 

than that for lean oil absorption. 

To obtain the design information summarized in Figure 2-5, a 

coded flow sheet must be provided; the models to be used for each process 

unit in the flow sheet must be known; the composition and conditions of 

all streams entering the system as well as any compositions or conditions 

which are fixed within the process must be supplied. Furthermore some of 

the design parameters must be fed into the program. A design parameter 

could be the tower pressure (Figure 2-3). Figure 2-6 shows the coded 

input for the turbo expander process, while Figure 2-7 shows a portion of 

the input for the streams in the process. 

LIQUID HYDROCARBON RECOVER-TURBO-EXPANDER 

'PROCESS VECTORS' 

NUMBER 

2 

3 

4 

EQUIPMENT 

MODULE 

HXER 
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PUMP 

STREAM NUMBERS 

NAME 

HX-1 

FL-1 

PP-1 

8 

4 

6 

16 

-6 

-7 

-9 

-5 

0 

-4 

0 

0 

5 

6 

7 

VALV 

DVDR 

PUMP 

VL-1 

DV-1 

PP-2 

5 

9 

10 

-15 

-10 

-11 

0 

-12 

0 

0 

0 

0 

8 

11 

12 

HXER 

CADI 

HXER 

HX-2 

ST-1 

HX-3 

13 

7 

2 

-14 

15 

17 

0 

-8 

-16 

0 

-13 

-18 

FIGURE 2-6. PROCESS NETWORK OF FIGURE 2-4, ENCODED FOR THE CHEMSHARE 
CORP. DESIGN PROGRAM 

HXER = Heat Exchanger 
ADBF = Flash Drum 
VALV = Throttling Valve 

PUMP = Compressor or 
Turbo Expander 

CADI = Demethanizer Column 
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INPUT "DATA 

LUUIO HYDROCARBON RECOVERY-TURBO-EXPANDER 

STREAM NUMBER 
EQUIP CONXION 

VAPOR FRACTION 
TEMPERATURE* F 
PRESSURE. PSIA 
ENTHALPY.M8TU/HR 
GPM-FT3/MIN T-P 
2-FACTOR T-P 
OPM - MCFH STP 

METHANE 
ETHANE 
PROPANE 
I-BUTANE 
N-BUTANE 
I-PEWTANE 
N-PENTANE 
N-HEXANE 
N-HEPTANE 
N-OCTANE 
N-NONANE 
N1TR06EN 

TOTAL 

2 4 
IN -HX-3 HX-l-FL-1 

( 0)-<12> ( 
1.000 

113.000 
950.000 

1626.991 
.0000 
.0000 
.0000 

COMPOSITION* 

7167.900 
737.300 
258.900 
48.500 
91.000 
18.700 
13.500 
8.500 
1.300 
.300 
.100 

32.500 

6378.500 

FIGURE 2-7. PORTION OF INPUT 

2)-( 3) 
.000 
.000 
.000 
.000 

.0000 
• 0000 
.0000 

LB-MOLES, 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 
• 000 
.000 
.000 
.000 

.000 

DATA TO 

5 
FL-l-VL-1 
( 3)-( 5) 

.000 

.000 . 
• 000 
.000 

.0000 

.0000 

.0000 

/HOUR 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

THE COMPUTER 

6 
FL-l-PP-1 
( 3)-( <•) 

.000 

.000 

.000 

.000 
.0000 
.0000 
.0000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

.000 

GIVING 

COMPOSITION AND CONDITION OF THE FEED STREAM 

A portion of the computer output is shown in Figure 2-8. For 

the compressor, the h.p. of the machine, outlet temperature, number of 

stages and the gas requirement of the turbine driver are all shown. This 

information usually will be sufficient to obtain the cost or select a unit 

from a manufacturer's trade literature. Figure 2-9 shows the information 

on streams in the process provided by this computer routine. 

2.4 Simulation and Design Systems Available 

An indication of the widespread interest in the techniques we 

are discussing in the Workshop is the large number of executive computing 

programs which have been written for process simulation or design. We will 

discuss executive programs, how they operate and why they are so popular 

in the next chapter. For the moment, executive programs are computer 

routines which organize calculations required for simulation or design, 
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TITJSL~nE'suCfs~ 

LI0U1D HYDROCARBON RECOVERY-TUKBO-EXPANDER 

STREAM SUMMARY 

STREAM NUMBER 
EOU1P CONXION 

VAPOR FRACTION 
TEWERATuRE' F 
PRESSURE. PSIA 
ENTHALPY.MBTU/HR 
GPK-FT3/HIN T-P 
Z-FACTOR T-P 
GPM - MCFH STP 

METHANt 
ETHANE 
PROPANE 
I-6UTANF 
N-8UTANE 
I-PENTANE 
N-PENTANE 
N-HEXANE 
N-HEPTANE 
N-Of.TANF 
N-NONANE 
NITROGEN 

TOTAL 

2 
IN -HX-3 
I 0)-(12l 

1.000 
113.000 
950.1'00 
1626.991 
.0000 
.0000 
.0000 

4 
HX-l-FL-1 
< 2)-( 3) 

.914 
-16.627 
VfO.OOO 

-14301.137 
.0000 
.0000 
3171. 

5 
FL-l-VL-1 
{ 3)-( 5) 

.000' 
-16.627 
940.000 

-3847.892 
106.0 
.2341 
103.6 

COMPOSITION. LB-MOLES/HOUR 

7167.900 
737.300 
258.900 
1*8.500 
91.000 
18.700 
13.500 
6.500 
1.300 
.3n0 
.100 

32.500 

8378.500 

7167.900 
737.300 
258.900 
ffi.500 
91.000 
18.700 
13.500 
8.S00 
1.300 
.300 
.100 

32.500 

8378.500 

3S2.665 
135.162 
107.117 
27.6M8 
59.639 
14.286 
11.030 
7.732 
1.239 
.293 
.099 
.576 

717.487 

6 
FL-l-PP-1 
< 3l-( 4) 

1.000 
-16.627 940.000 

-10453.229 
443.7 
.6666 
2900. 

6015.232 
602.139 
151.784 
20.852 31.362 
4.414 
2.470 
.768 
.061 
.nn7 
.001 

31.92i 

7661.013 

FIGURE 2 - 8 . PORTION OF COMPUTER OUTPUT GIVING COMPOSITION AND 
CONDITION OF EACH STREAM IN THE PROCESS 
(Compare wi th Input i n F igu re 2 - 7 ) 

i 

»««PUMPS/CQKPR£SSOR *** 

EQUIPMENT NO. 

EXTERNAL NAME 
COMP. STAGES 
_WORK.CAP AC1IY_ 

(HP. ) 
OUTLET PRES. 
POVER TYPE : 

PP-1 
1.0000 

_10LOODO..OOOO_ 

PP-2 
2.0000 

_10DOO.OOO.O_ 

250.0000 

-loo.oooo 
930.0000 
-100.0000 

t+)=STEAM. <0)=ELEC. <-l)=FUEL GAS. (-100)=ENTROPY CALC. 
H-OUTLET STEAM .0000 .0000 
__IBTU/LB> . 

.6800 POLYTROPIC COEF 
OR EFFICIENCY FOR ENTROPY CALC. 
INTSTAGE OUT T.DF .0000 
FUEL USAGE .0000 
(MSCF/HR) 

.WATER USAGE 
(6AL/HR) 

STEAM USAGE .0000 
(M LBS/HR) 

KW USAGE .0000 
WORK REO IHP) -1387.6178 
.WORK IS.NEGAIIVE_£QR_EXPANDER_ 

.6500 
MACHINE 

130.0000 
49273.0200 

.0000. 112008.6345_ 

.0000 

.0000 
5525.7858 

FIGURE 2 - 9 . PORTION OF COMPUTER OUTPUT GIVING DESIGN PARAMETERS 
FOR THE COMPRESSOR AND TURBO EXPANDER REQUIRED 
(See F igure 2-7) 
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manage the actual calculations and decide when they can be terminated 

when iterative procedures are used. These programs also provide print

out of the computer results. The actual calculations are usually per

formed by subroutines. Normally, a distinct subroutine will be needed 

for each type of process unit. Additional specialized subroutines provide 

various services such as cost calculations, accelerating iterative calcu

lations, debugging assistance and calculation of physical properties. 

The collection of subroutines is referred to as a library. 

Table 2-1 provides a roster of computer programs. These 

are arranged by the type of organization which owns or developed the program. 

Since 1969, the date of the Table, a number of additional programs have 

appeared. An updated version of CHESS known as DESIGN or CAPS (for Chem-

share Automatic Process Simulation) is owned by the ChemShare Corp. of 

Houston, Texas. It is available through Computer Sciences Canada Ltd. on' 

a fee basis. SEPSIM, which we will use in the Workshop, is not in

cluded in the Table. Missing as well is the ASOP (Activated Sludge Pro

cess Optimization Program) developed by Fan and Associates at Kansas State 

(18) 
University 

Virtually all of the programs listed in the Table 2-1 are general 

executive programs capable of handling a wide variety of process networks. 

In most cases, a library of subroutines has been developed for each; it is 

these libraries which limit applicability. For example, CAPS or DESIGN 

are limited by their library to hydrocarbon processes as might be encoun

tered in a petroleum refinery or a natural gas plant. FLOWTRAN has a 

somewhat more general library, but it is nonetheless limited to petro

chemical processes. SEPSIM, on the other hand, has a library which limits 

it to waste treatment systems. 

Programs of service and consulting organizations will in some 

cases be available through the support services of computer manufacturers. 

Thus, CHIPS UOS should be available to IBM users. As mentioned above, 

^17^ Wilhelm, D.J., "Scale-Up, A Status Report", Chemical Age of 
India, 2_1, No. 2, p. 162 (1970). 

^18^ Fan, L.T., Chan, G.K.C., and Erickson, L.E., J.W.P.C.F. 44, 

No. 5, p. 746 (1972). 
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TABLE 2-1. DIGITAL COMPUTER PROGRAMMES FOR COMPUTER-AIDED 
DESIGN, ANALYSIS, AND OPTIMIZATION OF INTEGRATED 
CHEMICAL PROCESS SYSTEMS GN WHICH SOME INFORMA
TION IS AVAILABLE. 

Name of program 

INDUSTRY 
CHEOPS 

Organization where developed Status 

Chemical Engineering Optimiza
tion System 

CHEVRON Sys- General Heal & Material Ba 
tern lancing System 

Computer Programming System for the Economic 
Evaluation of New Chemicals & Chemical Process
es 

Flowtran 

GPFS Generalized Process Plow Simu
lator 

Lummus General Process Stmulator 
(56) 

NETWORK 67 

PEDLAN 

PIPE 

PROCESS 

Process Engineering Design lan
guage 

Process. Integrated Performance 
Evaluation 

Process Oriented Chemical En
gineering Simulation System 

PROJECT SCREENING PROGRAM 

SCOPE (66) Sizing end Costing of Process 
Equipment 

SCRVICE & CONSULTING COMPANIKS 

CHem E 
tor 

CHESS 

CHIPS 

Simula 

Chemical Engineering System Si
mulator 

Chemical Kngincering Informs-
tion Processing System 

COPS Catalytic Optimum Profit Se
quencing 

Executive Computer Program for the Design of 
Wastewater Treatment Systems 

FLEXIBLE FLOWSHEET 

PACER-J45 

PECOS 

OOS 

Process and Case Evaluator 
Routine 

Unit Operations 

Shell Development Co. Emery
ville. California. USA 

Chevron Research Co Rich
mond. California, USA 

Merck 4: Co.. Inc., USA 

Monsanto Co., USA 

Sun Oil Co., USA 

Lummus Co., USA 

Imperial Chemical Industries. 
Ltd, U.K. 

Mobil Oil Co.. USA 

American Cyanamid Co., USA 

Pure Oil Division. Union Oil Co.. 
of California 

W. R. Grace & Co.. USA 

Diamond Shamrock Co. U.S.A. 

Pctrochcm Consultants. Houston. 
Texas, USA 

University of Houston, USA 

Service Bureau Corp. (Subsidiary 
of IBM) Palo Alto. California. 
USA 

Catalytic Construction Co., USA 

U.S. Dcpt. of the Interior. Cin
cinnati. Ohio, USA. Water 
Treatment Laboratory 

M. W. Kellogg Co.. New York. 
N. Y. USA 
Kellocg International 
London. England 

Corpn. 

Originally Developed at Purdue 
University & Dartmouth College. 
USA. Later expanded by Digital 
Systems Corp.. Hanover, New 
Hampshire U.S.A. 

Bcchtel Co, San Francisco. 
Calif.. USA 

Developed by Bonner it Moore 
Associates, Inc., Houston, Texas, 
USA for IBM's Service Bureau 
Corporation 

Proprietary-for-sale 

Proprietary, but now 
somewhat obsolete 

Proprietary 

Proprietary 

Proprletary-for 
license 

Proprietary 

Proprietary 

Proprietary 

Proprietary 

Proprietary 

Proprietary 

Proprletary-for Sale 

For License 

For License 

Proprletary-for Sale 

Proprietary 

Available 

Proprietary 

For License at 
$90,000 

Proprietary 

Proprietary 

Table 2-1 con t 'd 2-17 
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TABLE 2 - 1 CONTINUED 

Name of Program Organization where developed Status 

EDUCATIONAL INSTITL'TIONS 

Chemical Engineering Calculating 
(System 

CHESS* 

CPC 

DISCOSSA 

DYNSVS 

OBMCS, 

Chemical Engineering System 
Simulator 

Chemical Plant Calculating Sys
tem 

Dynamic Systems Simulator 

General Engineering & Manage-

UNsys* 

MACSIM 

MAEBB 

PACER* 

SLED 

SPEED-UP 

orient Computer System 

Linear Systems Simulator 

Material &, Energy Balance Exe
cution 

Process & Case Evaluator Rou
tine 

Simplified Language for Engi
neering Design 

Simulalon Program for the Eco
nomic Evaluation and Design of 
Unsteady State Processes 

University of Michigan & Univ. 
Pennsylvania. USA 

University of Houston. Houston. 
Texas, USA 

University of Cambridge. Eng
land 

Oregon State University. USA 

McMaster University. Canada 

McMaster University, Canada 

McMaster University. Canada 

McMaster University. Canada 

University of Tennessee USA 

Simplified Version In use at 
Dartmouth College. USA 

University of Michigan, Ann 
Arbor, Michigan, USA 

Imperial College I/ondon. Eng
land. 

Under development 

for sale to Academic 
Institutions 

Uncertain 

Under Development 

Available from the 
Ch.E. Dept.. 
McMaster Univ. 

Available from the 
Ch.E. Dept., McMaster 
Univ. 

Operational (Availabi
lity uncertain) 

Available (1st genera
tion material energy ba
lance program) 

Available from 
Digital Systems 
Corp., USA 

Uncertain 

Still under develop
ment 

Table taken from reference (17). Permission for use requested. 
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CAPS/DESIGN is available in Canada on a license + per use fee basis. 

Both SEPSIM and the Executive Program of the Cincinnati Water Laboratory 

(Table 2-1) are available without fee. The university programs at the 

end of the Table are usually offered to universities at a nominal cost, 

but a fee is charged for commercial use. The GEMCS system is an excep

tion. It is available through the GEC and CDC Computer Support Systems. 

Before leaving this section, it would be well to mention two 

areas of program development. The first area encompasses specialized 

programs to choose the process networks. Programs of this sort would 

have their main application in choosing treatment for industrial wastes. 

The second area is that of specialized executive programs for dynamic 

simulation of processes. Programs of this sort would be useful for 

modelling start-up of treatment plants, or examining plant behaviour 

after sharp changes in flow or waste loading. A number of programs are 

already available. These are listed in Table 2-2. 

TABLE 2-2. EXECUTIVE PROGRAMS FOR DYNAMIC SIMULATION OF PROCESS SYSTEMS 

PROGRAM NAME 

DYFLO 

SPEED UP 

DYNSYS 

DSUSIUM 

PRODYC 

REMUS 

CSMP 

ORGANIZATION WHERE DEVELOPED 

E.L. Du Pont de Nemours 

Imperial College, U.K. 

McMaster University 

Ohio State University 

University of Houston 

University of Pennsylvania 

IBM 

TYPE 

Executive, Library of 
Process Model, Inte
gration Subroutines 

Executive, Library of 
Process Models, Rou
tine which converts 
System to CSMP input 

Executive, Library of 
Process Models and 
Integration Subroutines 

Program for Solution 
of Systems of Differen
tial Equations 

MIMIC Univac, CDC 
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2. 5 User Opinions 

In their promotional literature, developers of programs avail

able for license cite samples without naming users that demonstrate large 

savings. The ammonia plant simulation study mentioned earlier did claim 

very significant savings. However, when programs were first being deve

loped in the early sixties, it was rumoured that they cost more to deve

lop than they actually generated in savings. The programs developed by 

the large industrial organizations were indeed expensive. The cost of 

development is suggested by the purchase price of the PACER-245 program 

(Table 2-1) which was $90,000 a few years ago. The promise of simulation 

and computer-aided design, however, is manifested by the large number of 

systems shown in Table 2-1 and the continued development of new software 

systems. 

2.6 Potential Applications in Waste Treatment 

Although some use of Smith's executive program for preliminary 

design of waste treatment plants appears to have been made by U.S. 

consultants, simulation and design studies of waste treatment systems has 

been largely confined to universities up to now. University activity has 

been largely to develop and test models and software systems. No "real" 

applications can be cited so therefore, we will examine in this final 

section what we believe will be the attractive applications of these 

computer techniques. 

Applications of simulation are listed in Table 2-3. Leaving 

aside design for the moment, perhaps the most important applications for 

consultants and regional or provincial Sanitary Engineers are entries A 

to D in the table. A supervisory function of Sanitary Engineers in local 

or provincial governments is to monitor the performance of their plants 

and compare their performance to the design specifications. Simulation 

is an attractive tool for this function. Thus, it would be useful to 

have a model for each plant against which the plant performance could be 

compared. 

A second function - improving plant performance - is also well 

suited to simulation. The technique is called parameter variation or 

sensitivity analysis. Simulation runs are conducted varying one at a 
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TABLE 2-3. APPLICATIONS OF SIMULATION 

A Analysis for 'bottlenecks' to locate process units 
which are limiting plant performances and/or capacity. 

B Determination of the effect of feed stream composition 
changes, use of different chemical reagents, or changes 
in product specifications on plant performance and/or 
capacity. 

C Prediction of conditions under which plant will become 
"overloaded". 

D Prediction of the effect of plant.tnodification on 
performance or capacity. 

E Investigations, to develop data for costing individual 
products in multiproduct plants or for pricing 
decisions. 

F Study of dynamic behaviour of systems for process 
control purposes. 

G Investigations of system stability to possible disturb
ances. 

H Training of operators and other plant personnel. 

I Engineering study of plant operation under extremes of 
conditions which cannot be examined in prototype, or 
pilot scale installations. 

J Sensitivity analysis to find where research is needed 
to improve system or system models 
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time the parameters characterizing the size or operation of each unit in 

the plant. In this way, the sensitivity of the plant performance or 

capacity to the size and operation of each process unit can be estab

lished. Units which have inordinately large effects on performance or 

capacity are referred to as "bottlenecks". Elimination of "bottlenecks" 

is usually the least expensive way to expand a plant. 

Both supervisory groups and consultants often are faced with 

predicting the effect of extending a sewer system or introducing indus

trial wastes on their treatment plant. Simulation can provide this in

formation. Although an experienced engineer can estimate the maximum 

capacity of a treatment plant, his estimates are educated guesses. By 

contrast, a simulation which describes the current operation of a plant 

is a much more reliable means of estimating the throughput at which the 

plant will be overloaded. 

A plant simulation provides a convenient and low-cost way of 

determining the effects of plant modification through the introduction of 

new equipment, resulting in, say, increased aeration, or a new reagent 

such as a flocculating agent on plant performance or capacity. This 

needs little elaboration. 

Going to E in Table 2-3, simulation can also aid the assessment 

of just sewer charges. Should charges be on a volume basis? If not, how 

should different waste and waste loads be handled? Since a sensitive 

simulation will show the effects of flow, load and even composition on 

performance, it provides a tool for estimating what changes in operation, 

chemicals usage will be required to handle individual industrial wastes 

or wastes from an area. The resulting extra costs and a share of the 

capital investment surely are the proper bases for sewer charges. 

Process control probably will become more important as effluent 

controls become stricter and treatment process becomes more chemically 

oriented. Simulation plays an important part in the design of control 

systems. Specifications for a control system, points for making measure

ments, and streams to be controlled all depend on the dynamic behaviour 

of a process. Dynamic simulation of the process and control systems often 

is necessary to determine the stability of the controlled system. Steady-
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state simulation, which we consider in this Workshop, has a role. It 

can indicate the important variables to control. 

Sensitivity analysis, as described above, is also a valuable 

tool for R & D management. For example, parameter variation simulations 

of conventional treatment processes operating on high BOD industrial 

wastes will disclose which process units or which parameters of individual 

models have the greatest effect on performance. It goes without further 

elaboration that these units or model parameters should be given the most 

emphasis in laboratory work or pilot plant studies. Simulation is a 

powerful tool for analyzing and planning experimental research. 

Computer-aided design is attractive fundamentally, because it 

lends itself so well to optimization. The choice of process units, e.g., 

sedimentation vs. flotation, and their linking in a process network can be 

tested in a series of case studies to determine the best performance in 

terms of capital, operating or annual cost. Optimization of a design 

deals with the sizing of equipment for a specific process flow sheet and 

feed. To carry this out, we would run the design program through a series 

of case studies or imbed it in an optimization routine. The object in 

either procedure would be to choose equipment sizes which minimize annual 

or capital cost. 

Optimization of an operating plant is also possible. This 

operation may be undertaken either directly on the plant or via simula

tion. The latter is frequently convenient because information is avail

able faster, and operating changes in the wrong direction will not be 

catastrophic. What is done in this application is that changes in model 

parameters are introduced which reflect operating changes, and their 

effect on performance is evaluated. This activity is essentially "bottle

neck removal" listed as A in Table 2-3. 

The real "payout" of computer techniques for waste treatment 

will be in optimization. We can close this chapter best by pointing out 

that optimization is only meaningful if we employ reliable models. Simu

lation, thus, has a key function. Only through simulation can we test 

the reliability of models. 
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-> CHAPTER 3 - CHOICE OF APPROACH 

In the previous chapter, we used the impressive number of execu

tive simulation and design programs in Table 2-1 to suggest the wide 

acceptance of computer centered analysis and design in the 

process industries. This table implies, however, that simulation and 

computer-aided design is only carried out through executive programs. 

Actually various approaches are open. On one extreme, each computer pro

gram may be tailored to a specific plant or design situation; while on the 

other extreme, a fully modular computing system can be employed in which 

the plant or design is just a case. In between are various levels of 

executive systems. For example, the network of the treatment plant could 

be included in the program, but the models for the process units employed 

could be called as separate subroutines. The choice of approach often 

influences the choice of models; but more important it may have a large 

effect on the time and cost of simulation or design. 

This chapter examines the choice of approach and introduces our 

discussion of process analysis and the SEPSIM Executive Program in subse

quent chapters. Before taking up the choice of approach, we will discuss 

briefly data handling problems and the components of process systems. 

Simulation will be the main vehicle of discussion in this chapter. 

3.1 Calculation and Bookkeeping Problem 

Computer oriented simulation of processes are more thorough 

than desk top studies. The computer permits the user to keep track of all 

the species of interest (BOD, suspended solids, dissolved organic nitro

gen, etc.) at any point in a waste treatment plant. The calculations that 

are required to do this, however, and the information storage and handling 

needed grow quickly with the number of units in the plant and the com

plexity of the process network. 

In the WATCRAP-PACER studies of Ontario sewage plants , for 

example, up to 17 components were kept track of. With usually 8 process 

units, this meant that a system of at least 136 algebraic equations had 

to be solved. With 13 streams in the process network,221 variables had 

to be manipulated and stored. The bookkeeping and calculational problem 

was even more formidable in the McMaster sulfuric acid plant study. 
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According to Shannon et al. , 42 units and 70 streams were involved, 

requiring the solution of 500 simultaneous equations and keeping track 

of about 1000 variables. 

3.2 Components of a Process System 

We have talked about process units and defined what we mean by 

a "network" in Chapter 2. Now we will look at both "concepts" as part of 

a process system. Waste treatment is a typical process system in so far 

as identifiable changes in flows and compositions occur and that these 

changes can be associated with separate and distinct pieces of equipment. 

For simulation and design, a process system is composed of: 

1. a network of streams connecting the process units; 

2. a collection of process units which 'operate' to change the 

flows and compositions transmitted by streams; 

3. feed streams which are known and invariate for each simulation 

or design case, and; 

4. output streams whose flows and compositions are of primary 

interest in simulation, but whose compositions are partially 

specified in design. 

Breakdown and classification proceeds further. The collection 

of process units may in turn be divided into groups of unit operations or 

processes such as biological reactors or clarifiers. Subdivision even

tually leads us to units which have the same model structure. 

Process systems are inherently modular. 

3.3 Simulation Incorporating the Process Network 

We might term this approach a 'do-it-yourself' procedure. No 

executive program is employed to set up the calculations, organize storage 

of data or perform input/output operations. Significantly, the process 

network is not treated as data, but is built into the program as 'CONTINUE' 

and 'GO TO' statements. The program must also contain models for the 

process units, a convergence testing procedure if recycle occurs, provide 

^ 'Silveston, P.L., "Digital Computer Simulation of Waste Treat
ment Plants using the WATCRAP-PACER System", Water Pollution Control, £9, 
No. 6, 686-693 (1970) 

' ^Shannon, P.T. et al., "Computer Simulation of a Sulfuric Acid 
Plant", Chem. Eg., Progress 62, June, 49, (1966) 
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input/output and a suitable exit plus error message package. 

We can suggest the broad structure of simulation by this app

roach through an example. Figure 3-1 shows the fluid side of a waste 

treatment process employing a trickling filter. It is a relatively simple 

recycle system. Figure 3-2 sketches a computer flow diagram of a simula

tion for this process. A program of this type can be made more versatile 

by introducing as much information about the system as possible through 

data statements. 

"Stream vector" in Figure 3-2 refers to the information content 

of streams or the variables list. The term simply indicates that the list 

is structured like a vector. We do not undertake vector operations with 

the list. The circled number refers to the stream marked in the same 

way in Figure 3-1. We will discuss the "stream vector" further in Chapter 

5. 

Calculations indicated in portions of the computer flow diagram 

(Figure 3-2) use models discussed in subsequent chapters. 

The procedure suggested by the diagram is known as successive 

substitution. The feedback path in Figure 3-2 is first assumed to contain 

no information. In the second pass the flow and composition of stream (8) 

is no longer zero so the flow and composition entering unit 1 change. If 

the equations which make up the models are free from discontinuities, such 

as poles and zeroes, the procedure converges to the proper values for all 

streams. Fortunately, discontinuities in the range of variables normally 

encountered is rare. We exit from the recycle loop and proceed further 

after the desired degree of convergence in an outlet of the loop is 

attained. There is no need to test each of the stream vectors for conver

gence. 

Since FORTRAN (or ALGOL) statements must be written for each 

calculation and for each of the information organizing and storage opera

tions, preparing a simulation program for a large process plant can become 

exceedingly time consuming. Thus, the approach under discussion is suited 

to small, relatively simple simulations. It offers the advantages of 

compactness so that simulation can be undertaken on computers with a small 
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c Read Model Parameters 
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Zero All Stream Vectors 

C Read Feed Stream Composition 0 

Let Stream Vector" CO * Feed Stream 

Replace previous 
Stream Vector (5) 

Yes 

Sura Stream Vectors (O and (§T 

JL 
Calculate Stream Vectors (2) and (9) 

from Clarifier Model and replace previous Vectors 

Sum Stream Vectors CO and Q~) 

iL 
Calculate Stream Vector (3) from Biological 
Filter Model and replace previous Vector 

Calculate Stream Vectors (?) and (8) from Secondary 
Clarifier Model and replace previous Vector 

Split Stream Vector forming Stream Vectors C5) and 
(7); store Stream Vector (^ and replace previous 

Stream Vector (7) ff2^ 
Let^ • Stream Vector Q ) ~ Previous Stream 

Vector (5) 

J Calculate Stream Vector C6) from Chlorinator Model 1 

( Print all Stream Vectors ) 

FIGURE 3-2. LOGICAL FLOW CHART FOR SIMULATION OF WASTE TREATMENT SYSTEM 
EXAMPLE 
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fast core capacity. Furthermore, it can make use of highly specific 

models, such as statistical models, which would not be general enough 

for executive programs. Its job time should be shorter than for runs 

using executive programs. Disadvantages are that it is cumbersome and 

time consuming to allow for changes in the process flow sheet or for up

dating of models. Any modification of the program requires moderate 

programming skill. 

. Although waste treatment plants contain a large number of indi

vidual pieces of equipment, many units are in parallel and for simulation 

purposes they can be modelled as just one unit. The 12 mgd Kitchener 

W.T.P. contains 27 units handling sewage, apart from pumps. Duplication 

is such that this plant can be simulated with at most 8 models. Waste treat

ment systems are small enough and their networks are sufficiently 

simple that the direct approach cannot be rejected out of hand. Smith's 
(3) first design program used this approach. Unfortunately, the program 

listing runs over 14 pages so it is too lengthy to reproduce here as an 

example. 

3.4 Executive Simulation Programs 

An essential characteristic of executive programs is that the 

process flow sheet is part of the job data. This permits a program to 

handle a wide variety of systems. Executive programs organize the com

putations by "preparing" a logical flow diagram like Figure 3-2 from the 

process flow sheet. They may contain algorithms for finding efficient 

calculation orders and suitable starting points for iterative calculations. 

Input and output (I/O) operations, of course, are handled by the execu- • 

tives. They may also check input data for error. Bookkeeping (storage of 

calculated results) and testing for convergence when iterative calculations 

arise are other standard functions of executive programs. 

Figure 3-3 illustrates the function of a typical executive 

program. Notice that there are two types of inputs. The first, shown on 

^ 'Smith, R., "Preliminary Design and Simulation of Conventional 
Waste Water Renovation Systems Using the Digital Computer" Water Pollution 
Control Research Series, WP-20-9, F.W.P.C.A., U.S.D.I. (Washington, 1968) 
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the left in the figure consists of data for a simulation: flows and 

compositions of all feed streams, guesses for other streams (although 

this is not essential); values of parameters in models; a computer com

patible description of the process network, and operating instructions 

for the computer. The second input at the top of the figure is a collec

tion of models which provide the executive with the equations it needs to 

calculate the compositions and flows in all streams in the system. The 

latter, of course, is the output in a simulation. 

LIBRARY OF EOU'PMfNr 
SUBROUTINES (MODELS) 

ANO 
FUNCTION SUBROUTINES 

INITIAL TABLE CF 
STREAM VARIABLES 

INITIA,. TABLE OF 
EQUIPMENT 
PARAMETERS 

PROCESS FLOW-SHEET 
MATRIX 

PRINT a OTHER 
SPECIAL INSTRUCTIONS 

T l 

. ^ 1 PACER L . 
' ^ EXECUTIVE | 

4 V. ^ 

// 

FINDS EFFICIENT 
OPDER FOR PFCTCLE 
CALCU.ATIONS ANO 
START. NG POINT 

* = * 

J# 
IDENTIFIES RECYCLE 
PROBLEM AND 
DETERMINES IF IT 
CAN BE SOLVED 

P 

FINAL TABLES OF STREAM 
VARIABLES (RESULTS) 

FINAL TABLE OF EQUIPMENT 
PARAMETERS 

CONNECTIONS OF PROCESS 
UNITS ANO CALCULATION 
ORDER 

ERROR MESSAGES IF 
CALCULATIONS FAIL 
(OPTIONAL) 

INITIATES CALCULATIONS, 
CALLS SUBROUTINES AS 
NEEDEO ANO TRANSFERS 
INFORMATION TO 
SUBROUTINES 

\==# 
TEST'S FOR CONVERGENCE 
STORES INFORMATION 
GENERATED ANO CON -
TINUES CALCULATIONS 
IF NECESSARY 

FIGURE 3-3. OPERATION OF THE PACER EXECUTIVE 

Figure 3-3 shows two other groups of operations initiated and 

managed by the executive. On the lower.right the figure shows the calcu

lation of outputs through calling of library subroutines which furnish 

the equations, and the testing for convergence in iterative procedures. 

On the left, we see functions of some executive: 1) the analysis of the 

process network to determine if iterative calculations are necessary, and 

2) organization of a reasonably efficient procedure for these calcula

tions. The SEPSIM executive which we will employ in this Workshop does 

not have this capability. Of the executive programs in Table 2-1 for 

which details are available, MACSIM, CHESS and MAEBE share this analysis 

or "decomposition" capability with the PACER executive. 

*„-

the Journal, 
Figure taken from reference (1) with the kind permission of 
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The advantages of the executive program approach to simulation 

are their versatility, their modular structure which permits relatively 

easy updating of model or program, and their ease of use. The SEPSIM 

executive, for example, can be used in case studies by simply varying 

some of the input data. It may be used for design as well as simulation. 

Executive programs are suited to large systems with many streams and pro

cess units which would be impractical to handle without an executive. 

Finally, once the coding of the input data has been mastered, executives 

such as SEPSIM can be used by personnel relatively unskilled in program-, 

ming. 

Executive programs generally suffer from their large size. 

PACER, for example, requires between 120 and 140 K of core. Thus, without 

reprogramming for overlaying they cannot be run on small computers. A 

modest drawback is that most executive programs require a special language 

beyond FORTRAN or ALGOL and this must be learned before models can be 

written for use with an executive. 

3.5 Choice of Approach for Design 

Certainly one of the salient attractions of computer-aided 

design is.that it provides an opportunity for optimization of the system 

chosen. Optimization of recycle systems, where models are nonlinear 

generally will be handled by search methods. The search proceeds in 

principle by designing the plant a large number of times so as to identify 

gradients or surface features of the dependent variable or objective func

tion. Computer time required for searches can be quite large so 

that it is important to perform the calculations as efficiently as possible. 

Executive programs because of their versatility may not provide the most 

efficient calculation procedure. Whereas for simulation, executive pro

grams are preferable in all but a few cases, the choice between a specific 

program and the use of an executive program remains a question for design. 

(4) 
L. T. Fan and co-workers have developed an optimization pro

gram which employs an executive program of the type discussed in the pre-

^Fan, L.T., Erickson, L.E. and Chen, G.K.C., "Computer Optimi
zation of Biological Waste Water Treatment Processes", in WATER - 1971, 
Chem. Eng. Progress Symp. Series, (1973) 
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vious section. 

3.6 Executive Programs for Waste Treatment Plant Simulation and 
Design 

Simulation and computer-aided design of wastes treatment sys

tems, we pointed out in Chapter 2, has been largely confined to univer

sities. Much of the university work has been conducted using executive 

programs. We will examine these programs in the remainder of this chap

ter, but since we have not looked into details of how executive programs 

operate our discussion must be rather superficial. Work without the aid 

of executives has been confined largely to computer-aided design of 

serial systems. 

Table 3-1 summarizes the executive programs that have been 

used for waste treatment plant studies. The first four are essentially 

general purpose simulation executive programs which have been adapted 

for waste treatment systems by formulating a specialized library of sub

routines. All are quite similar in operation. PACER and MACSIM contain 

a network analysis or decomposition routine which as we discussed in the 

previous section locates recycle loops in the flow sheet and organizes 

the iterative calculations needed with these loops. In both executives, 

this portion can be bypassed if the user wishes to specify a calculation 

scheme. GEMCS contains an optional subroutine ORDER to perform the net

work analysis. SEPS1M, on the other hand, has no analysis capability. 

It was specifically developed for waste treatment systems which have 

simple enough networks so that the calculation order can be established 

by inspection. We will discuss the SEPSIM executive in some detail in 

Chapter 6. 

The E.P.A. executive is intended for design only. It can 

handle most networks. Iterative calculations still arise because design 

of a unit is based on just one or two variables while other variables 

change over the unit. The other variables are handled as in a simulation. 

The presence of recycle loops in the system, therefore, leads to iterative 

calculations. The procedure used to organize iterative calculations and, 

indeed, control the execution of the design is the same as in SEPSIM. We 

will discuss it, therefore, when we examine SEPSIM. Costs for each unit 

are calculated as part of the library subroutine for the unit. A separate 



TABLE 3-1. EXECUTIVE PROGRAMS USED FOR WASTE TREATMENT STUDIES 

Executive 

PACER 

SEPSIM 

GEMCS, MACSIM 

E.P.A, Executive 

ESTHER 

AS OP 

Type of Application 

Simulation 

Simulation 

Simulation 

Preliminary Design 

and Cost Estimating 

Design/Simulation 

Optimal Design 

Plant Reference 

Municipal Sewage Treatment Plants in (1), (5) 

Kitchener and Oshawa, Ontario 

Municipal Sewage Treatment Plants in (6), (7), 

Kitchener, Toronto, Brantford, Gait (8), (9) 

and Preston, Ontario 

Waste Treatment System of a BP Refinery, (10), 

Chemicals Waste Treating Facilities (11), (12) 

in B.C. (Dowpac Trickling Filter) 

Arbitrary Waste Treatment System 

Sensitivity Studies, Municipal Treatment (13), (14) 

Plant in Boulder, Colorado 

Sensitivity Studies (15) 

Sensitivity Studies (4), (16) 

''Singh, D.P., "Steady State Simulation of the Kitchener Waste Water Treatment Plant", M.A.Sc. 
Thesis, Dept. of Chem. Eng., Univ. of Waterloo (1970) 

^Silveston, P.L., "Simulation of the Mean Performance of Municipal Waste Treatment Plants", 
Water Research, 6, (1972) 

^ 'Silveston, P.L., "Computer Simulation of Waste Treatment Plants", ACS/CIC Symposium 
"Pollution Problems of Our Environment", Joint ACS/CIC Conference, Toronto, May 1970 
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subroutine COST determines capital and operating costs, amortization, etc. 

Figure 3-4 is a flow sheet of a rather complicated process 

handled by the E.P.A. executive. The process symbols are defined below 

the figure. 

(14) 
In a rather curious study , the E.P.A. executive was used to 

simulate the Boulder, Colorado W.T.P. by comparing the actual equipment 

sizes with those calculated by the program. The study served to show 
(3 13) that the parameters recommended in the publications ' describing the 

models, are not satisfactory for that plant. Adjusting the parameters 

heuristically improves the size agreement considerably. Waterloo studies 

using the Smith models rewritten for simulation confirm Goering's obser-
... (8 ,9) va t i on . 

(8) 
S i l v e s t o n , P . L . , "Computer Simulat ion of Waste Water T rea t 

ment P l a n t s " , Proc. 1st PACHEC Meeting, Kyoto, Japan (1972) 
(9) 
'Peeling, D.A., "Simulation of Waste Treatment Plants Using 

SEPSIM", Engineering Report, Dept. of Chem. Eng., University of Waterloo 
(1972) 

^ ^Hoffman, T.W., Woods, D.R., Murphy, K.L., Norman, J.D., "The 
Strategy and an Example of Simulation as Applied to a Petroleum Refinery 
Waste Treatment Process", in print (1973) 

Curry, E.V., "Computer Simulation of a Biological Waste 
Treatment Facility", Engineering Report, Dept. of Chemical Engineering, 
University of Waterloo (1971) 

(12) 
Tan, P.G.C., M. Eng. Thesis, Dept. of Chemical Engineering, 

McMaster University, Hamilton, Ontario (1972) 
(13) 
v 'Smith, R., Eilers, R.G. , Hall, E.D., "Executive Digital 

Computer Program for Preliminary Design of Waste Water Treatment Systems", 
Water Pollution Control Series WP-20-14, F.W.P.C.A., U.S.D.I. (Washington, 
D.C., .1968) 

(14) 
Goering, S.W., "A Computer Model of the Sewage Treatment 

Process of Boulder, Colorado", M.Sc. Thesis, Dept. of Chemical Engineering, 
University of Colorado (1972) 

*• ^Chen, G.K., Fan L.T., Erickson, L.E. , "Computer Software for 
Waste Water Treatment Plant Design", J.W.P.C.F., 44, 746-762 (1972) 

^ ^Fan, L.T., Mishra, P.N., Chen, G.K.C., Erickson, L.E., 
"Application of Systems Analysis Techniques in Biological Waste Treatment", 
4th Int. Fermentation Symp., Kyoto Japan (1972) 
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FIGURE 3 - 4 . a) FLOW SHEET OF PROCESS HANDLED BY E.P .A. EXECUTIVE PROGRAM 
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FIGURE 3 - 4 . b) PROCESS SYMBOLS IN FLOW SHEET 

Figure taken from Reference (13) 
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The ESTHER and ASOP Executives can be discussed together. 

ASOP is a version of ESTHER which includes a pattern search routine. 

Thus, it is capable of choosing a set of design parameters (equipment 

sizes, for example) which will optimize an objective function 

chosen by the user. ESTHER is a combined design-simulation program which 

through a user specified control value selects either a simulation or de

sign mode. The design mode operates like Smith's E.P.A. executive in 

that it chooses equipment.sizes for a given effluent quality. Both modes 

use a simple sub executive called SPCHEN which calculates the output for 

each unit in the process system. SPCHEN operates differently from SEPSIM 

and the other executives discussed in this section. Whereas these 

executives use the flow sheet as encoded in the process matrix to order 

the calculations, SPCHEN uses the matrix only to establish the input and 

output streams for each^unit. The units are calculated in a sequence 

following the flow direction irregardless of recycle. In principle 

ESTHER-SPCHEN can handle a variety of waste treatment systems. The 1972 

version, however, is written specifically for an activated sludge system 

shown as Figure 3-5 below. 

To sludge digester 

Treatment process sequence. (Circled numbers indicate process 
unit in simulation program, and other numbers denote stream numbers. Stream 
numbers: 1. raw waste, G. return sludge, 7. waste sludge, 8. cHluent. Process 
numbers: 1. primary clarificr, 2. mixer, 3. aerator, 4. final clarificr, and 5. splitter). 

FIGURE 3-5. ACTIVATED SLUDGE SYSTEM CONSIDERED IN THE ESTHER-
SPCHEN EXECUTIVE* 

*Figure taken from reference (5) with permission of the Journal. 
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This system contains just one recycle loop. 

The SPCHEN sub executive is unusual also because alternate model 

subroutines are written as part of the executive. This may be seen in 

Figure 3-6. SPCHEN contains two models for the primary and secondary 

clarifier and three models for the activated sludge units to represent 

different degrees of mixing (see Chapter 9). The user controls the choice 

of models. 

1 ! OAT* SET 

r 

1 

1 

l|cSTft| 

Ifc 

ESTHER 

1 
1 
l 

PRCXXS 
SIMUIAT 

SPCMEN 
1 . 

PRESET 

| MIXER 

REACT* 

1 
|OISP 

_-_-£ 
SETTE 

| SPNCE 

S 
OR 

i 

1 
RFALSI 

I 

12 

R 

[ 

'1 

1 

1 

t i 

fVWAkCTER 
W C L A T I O N 

- SUOTOUTINE 

FIGURE 3-6. GENERAL FLOW DIAGRAM 
FOR THE ESTHER-SPCHEN 
SIMULATION PROGRAM* 

In our "classification" of approaches at the beginning of the chapter, 

SPCHEN lies in between the extremes of specific simulation programs and 

fully modular executives. 

ESTHER meets our designation of an executive more fully since it 

controls SPCHEN and contains the I/O operations. Its operation is indicated 

Figure taken from reference (5) with permission of the Journal. 
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by Figure 3-7. 
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4 PROCESS SYSTEMS ANALYSIS 

In the previous chapter, we referred frequently to iterative 

calculations. We will examine when and why such calculations occur in 

this chapter. We will consider as well translation of a process flow 

sheet so it can be read and used by the computer. The last part of the 

chapter deals with network decomposition and relatively sophisticated 

ways of determining how to handle calculations for complex recycle 

systems. It is not necessary for the workshop, but it can be read if 

you are interested in this subject. 

The material in this chapter has been adapted from or at least 

inspired by two books, "Chemical Plant Simulation" and "Process 
(2) 

Analysis and Simulation" , For further discussion of network analysis 

and representation of networks for computers, these two fine texts should 

be examined. 

4.1 Calculation Problems with Recycle Processes 

The central problems of process systems analysis are represen

ting the flow network in a form amenable to computer manipulation, setting 

up a calculational procedure to efficiently evaluate system variables and 

choosing the variables. We will examine the first two problems in this 

chapter, and the third in the succeeding chapter. 

To illustrate the discussions, we will make use of a process 
(3) 

simulated in the WATCRAP Project , which is shown in Figure 4-1. 

Streams m , Q0> v-v » anc* vj) *-n t*ie figure a r e recycle streams. How

ever, streams Q2) from the digester and n.3) from the filter are small 

and have little effect on plant performance. These streams can be neg

lected so that the plant can be represented by the fluid side with respect 

to water. Figure 4-2 shows the fluid side. 

^ ^C.M. Crowe et al., "Chemical Plant Simulation", Prentice-
Hall (Englewood Cliffs, N.J., 1971) 

(2) 
v 'D.M. Himmelblau & K.B. Bischoff, "Process Analysis and Simu

lation", Wiley (New York, 1968) 
v P.L. Silveston, "Digital Computer Simulation of Waste Treat

ment Plants using the WATCRAP-PACER System", J. Water Pollution Control 
(London) 69, No. 6, 686 (1970) 
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For the purpose of organizing a design or simulation, process 

flow sheets (Figures 4-1 and 4-2) can be viewed as information networks. 

These networks consist of directed flows or "signals" between process 

units, single input "signals", and one or more output "signals". In 

Figures 4-1 and 4-2 the major output "signal" is stream (O. Usually 

this "signal" must be represented closely in simulation. In design, this 

signal may act as a constraint or as a design parameter. 

Process units in the network act as "signal" modifiers. They 

can be thought of as operators which alter the information content of the 

stream. Each bit of information reaching the process unit is either 

altered or passed through unchanged. Take the clarifier, it operates on 

bits corresponding to suspended matter transferring, figuratively speaking, 

the bit from one stream (feed TO) to an°ther (sludge underflow \9J) • 

Bits corresponding to the soluble matter are unchanged by the clarifier 

operator. Clearly, it is important in modelling to identify the informa

tion content of streams in the network. 

Let us now look at the problem of ordering calculations. Figure 

4-2 will be used as an example. Calculations are straightforward for a 

chained multistaged system. If streams \7j and Qij were stripped from 

Figure 4-2 it becomes a chained system. We begin, then, with the feed 

Chained, Multistaged System 

stream. Neglecting stream (8)» tne input to process unit 1 is known and 

the output streams f2J and M)) may be calculated if a model for the unit 

is available. With stream (7) deleted, the input to unit 2 (stream (lj) 

now is known so its output could be determined and so on stepwise through 

the process. There is no calculation problem with branched systems or by 

pass (feed forward) loops, illustrated below, since at each stage we know 

all the input streams. 
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Branched Chain System 

? / • 

-X. 

Chained System with Bypass 

Recycle (feed back) causes the calculation problem. When a re

cycle stream feeds a process unit then all the inputs are not known. For 

example, we are unable to determine streams (2J and f9J for unit 1 because 

we do not know what is in stream QiJ- In order to calculate these outputs 

we would have to specify stream (8). The problem arises again for unit 2 

and if we want to calculate stream \3J, we must specify stream (7). To 

convert this recycle system to an easily handled chain system, we must 

specify two streams. This is referred to as a second order recycle 

system. Order of a recycle process is defined as the minimum number of 

streams which must be simultaneously specified to reduce the system to a 

chain system. In Figure 4-2 we can distinguish two "nested" loops - one 

involving units 1, 2 and 3 and the other units 2,3 and 4 - which form a 

"grand" loop containing units 1 to 4. In order to handle the "grand" 

loop, we must specify 2 streams. However, if the interior loops were not 

crossed (i.e. they did not contain common members) as illustrated below, 

we could assume the first recycle stream known and calculate the first 

portion of the resulting chain^ Then, we could assume the second known 

and repeat the operation. By our definition this is the first order 
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-ik. JZ C H V 
System With Two First Order Recycle Loops 

recycle process even though there are two recycle loops. 

Two techniques are available for input-output calculations in 

the presence of recycle loops. If the operators of the unit processes 

in Figure 4-2 are linear or can be linearized, we can describe the system 

by a set of linear algebraic equations. The set can be solved by various 

methods; perhaps the most familiar is the use of Cramer's Rule. The 

second technique which is suitable for either linear or non-linear opera

tors is the method of successive substitution. The variables in streams 

(V) and (j$) initially are set to zero. Streams (l\, (5\ (4) and (T) and 

(8) may now be calculated sequentially. With streams (jj and (SJ known 

from the first stepwise calculation, the procedure can be repeated suc

cessively until values of all variables no longer change in each itera

tion. Once convergence has occurred, streams which are not part of a 

recycle loop, e.g. streams \5J, (f>J and {9J may be calculated. There is 

no point in including them in the iteration steps since they are not input 

streams. Similarly unit 5, need not be included in the set of linear 

equations. Stream (6j can easily be obtained once (5) is known. Elimina

ting unit 5 reduces the size of the determinants in a Cramer's Rule solu

tion and thereby the amount of computing time required. This should 

illustrate the importance of locating recycle loops and suitably ordering 

calculations. 

(2) 
Figure 4-3 taken from Crowe et al. compares the analytical 

solution to successive substitution for a very simple two stage linear 

recycle process. Analytical solutions are preferable when possible. 

Unfortunately, many real systems have strongly non-linear process units 

so that these solutions are not possible. 

Figure 4-3 gives the progress of the iterations for two recycle 

fractions. This simple example shows that when the recycle flow is 

smaller or equal to the feed convergence occurs rapidly, but when feed is 
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very much smaller (1/9 in the second case) convergence is slow. Serious 

convergence problems can arise in process simulations in this way. For

tunately, convergence promoters can be built into executive programs for 

simulation to overcome this difficulty. 

4.2 Representation of Process Systems 

Process systems are traditionally depicted in various types of 

flow diagrams. These can be fairly elaborate ones in which each piece of 

equipment is represented by a graphic facsimile, they can be schematic 

sketches using standard symbols, or just block diagrams as Figures 4-1 

and 4-2. In all of these forms, connecting lines represent actual con

duits or pipes in the system and all major pieces of equipment appear in 

the diagram. A flow sheet such as Figure 4-1 with the compositions and 

flows of all streams and sizes of all equipment shown on the diagram or 

tabulated in attachments is a compact and complete form of process repre

sentation. Engineers obtain virtually all of their process information 

from flow sheets. Unfortunately, however, a digital computer is not yet 

able to interpret a flow sheet. 

The first requirement for submitting system information to a 

computer is to code the streams and process units with either letters or 

numbers. Number coding is more convenient and we have used this in Fi

gures 4-1 and 4-2. The second requirement is to key the process units to 

their models so that when a model is needed for input output calculations, 

the proper model is called up. 

The process matrix is perhaps the simplest numerical represen

tation of a process system. It is a table rather than a matrix, but we 

use that term because other system representations can be manipulated as 

matrices. The table consists of a list of the process units appearing 

in a flow sheet. Each row of the table contains the number of a unit 

given on the flow sheet, the model name, and the numbers of the input and 

output streams for the unit. In some executives (PACER, CAPS, GEMCS), a 

single array of associated streams are used in which input stream numbers 

are positive and output stream numbers are negative. For convenience the 

streams and process units are usually numbered following the main flow of 

material through the process. Table 4-1 gives a process matrix for Figure 

4-1. The model names are those used in the SEPSIM and WATCRAP-PACER lib-
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TABLE 4-1. PROCESS MATRIX FOR A WASTE TREATMENT PROCESS (Figure 4-1) 

Equipment No. 

1 

2 

3 

4 . 

5 

6 

7 

Model Name 

PRISTL 

TRFLTR 

SECSET 

MIXER3 

CHLOR 

DIGSTR 

VACFL 

Ass 

Input 

1, 

2, 

3, 

4, 

5, 

9, 

10, 

8, 

6, 

o, 

o, 

o, 

o, 

o, 

ociated 

12, 

o, 

o, 

o, 

o, 

o, 

o, 

13, 

0, 

o, 

o, 

o, 

o, 

0, 

Streams 

0 

0 

0 

0 

0 

0 

0 

Output 

2, 

3, 

4, 

5, 

6, 

10, 

12, 

9, 

o, 

8, 

7, 

0, 

13, 

11, 

0, 

o, 

o, 

o, 

0, 

0, 

0, 

o, 

o, 

o, 

o, 

o, 

o, 

o, 

0 

0 

0 

0 

0 

0 

0 

raries. 

Advantages of the process matrix are that it can be readily 

written and it is easy to check and to modify. 

When, as is so often the case, two or more streams enter or 

leave a process unit, there must be a way of relating the ordering of 

these streams in the subroutine model stored in the computer and in the 

process matrix. For example, a settler has overflow and underflow output 

streams. In a settler model such as PRISTL, we may choose to let the 

overflow be the first output stream and the underflow be the second 

stream. In the process matrix, used by SEPSIM, PACER, GEMCS, CAPS, for 

example, the first output stream in the list of associated streams must 

be the overflow and the second output stream must be the underflow stream. 

The process matrix is the only form of numerical representation 

which contains this stream ordering information. Likewise it is the only 

form which relates model name to a process unit number. If other forms 

of system representation are used, these two pieces of information must 

be supplied separately to the computer. 

The process matrix, however, submerges the structure of the net

work. Figure 4-1 has 4 recycle loops, but this would be difficult to 

discern from Table 4-1. 
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While the process matrix compactly summarizes information for 

each process unit, the stream connection matrix shows the function of 

each stream. It is simply a table of the streams in a flow sheet showing 

their source unit and their destination. Zeros are used to indicate 

sources or destinations outside the flow diagram. Therefore zeros indi

cate feed and product streams. Table 4-2 is the Matrix for Figure 4-1. 

TABLE 4 

Stream 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

-2. 

No. 

STREAM CONNECTION 
TREATMENT PROCESS 

Source 

0 

1 

2 

3 

4 

5 

4 

3 

1 

6 

7 

7 

6 

Unit 

MATRIX FOR A WASTE 
(Figure 4-1) 

Destination Unit 

1 

2 

3 

4 

5 

0 

2 

1 

6 

7 

0 

1 

1 

If streams and units are numbered in ascending order following 

the main flow of information, as was the case for Figure 4-1, the matrix 

can indicate recycle streams. These are streams which go from a high 

number to a low one. Streams (V), (V), (l2) and (li) are thus recycle 

streams. 

Although this is useful for locating recycle streams, the table 

does not easily yield the size of different recycle loops. 
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An alternative to the above matrix is the incidence matrix 

which is shown in Table 4-3 tor Figure 4-1. 

TABLE 

Unit 
Number 

1 

2 

3 

4 

5 

6 

7 

4 -3. 

1 

+1 

INCIDENCE 
(Figure 4-

2 3 4 

-1 

+1 -1 

+1 -1 

+1 

MATRIX 
•1) 

5 

-1 

+1 

FOR A WASTE 

Stream Number 

6 

-1 

7 8 

+1 

+1 

-1 

-1 

9 

-1 

+ 1 

TREATMENT 

10 11 

-1 

+1 -1 

PROCESS 

12 13 

+1 +1 

-1 

-1 

A positive value (+1) in the incidence matrix means the stream feeds the 

unit whereas a negative value (-1) means it leaves. Summing each column 

of the matrix indicates the function of the stream. If the sum is zero 

the stream connects two units; while if the sum is + 1 we have a feed 

stream or if it is - 1, an output stream. Summing + and - on rows gives 

the number of input and output streams for each stage. 

If stream and unit numbers ascend following the main informa

tion flow, the structure of the network becomes discernible. For example, 

in the chain region, units 1 to 5, the entries fall along the diagonal 

with a -ive entry over a +ive entry in each column. Where the signs are 

reversed, we have a recycle stream (this is the same as going from a 

higher number to a lower one in the stream connection matrix). Thus, 

streams (7), (IT), (lj) and U3) appear as recycle streams. Stream \9J 

shows the same sign order as the chain portion. Consequently it repre-
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sents a branch or feed forward loop. 

4.3 Adjacency Matrix 

The adjacency matrix, ft, (or associated, relation, or structural 

matrix) is a particularly useful way of describing a network. It is 

capable of finding recycle loops and generally decomposing the system into 

sub-assemblies, such as chain sections or recycle loops, that can be 

handled separately. The matrix contains unit numbers but suppresses 

stream numbers as may be seen in Table 4-4 which is once again based on 

Figure 4-1. 

TABLE 4-4. 

1 

2 

3 

From: 4 

5 

6 

7 

ADJACENCY MATRIX FOR A 
PROCESS (Figure 4-1) 

To 

1 2 3 4 5 6 

0 1 0 0 0 1 

0 0 1 0 0 0 

1 0 0 1 0 0 

0 1 0 0 1 0 

0 0 0 0 0 0 

1 0 0 0 0 0 

1 0 0 0 0 0 

WASTE TREATMENT 

7 

0 

0 

0 

0 

0 

1 

0 

The number of units in the information flow diagram designate 

both the rows and the columns of this square matrix. Information flow 

between units are indicated by a value of unity at the element formed by 

the row corresponding to the number of the unit from which the stream 

came, and column corresponding to the number of the unit _t£ which the 

stream goes. Thus, the matrix shows the direct connections of units in 

the network. This type of representation shows interior network structure 

only. The adjacency matrix shown does not include feed or product connec

tions. These could be introduced through "zero" rows and columns; then 
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the number of unit entries in the "zero" row would be the number of feed 

streams while the number of unity entries in the "zero" column would be 

the number of product streams. 

The fifth row of the matrix (Table 4-4) has all zeroes indica

ting that the streams from unit 5 are product streams. Furthermore, unit 

5 is not part of a recycle loop. As can be seen in Figure 4-1, the 

chlorinator (unit 5) is an appendage on the process. As discussed earlier 

in this section, its output would be the last calculated. The elements 

of the adjacency matrix contains only zero or one. It is referred to as 
(2) 

a Boolean matrix by some authors . Graph Theory, from whence the ad
jacency matrix comes, teaches that two step connections in the system may 

2 
be found by forming R , while n step connections between units are 

shown by forming ft . Powers of the matrix are formed through matrix 
2 3 2 

multiplication: R - R * R, R = R • R, etc. except that Boolean 
Algebra is used. 

If you are interested in using the R matrix, you will need to 

know the rules for Boolean algebra. These are 

x + y = max(x,y) 

x . y = min(x,y) [4-1] 

For example, in Boolean addition 

0 + 1 = max(O.l) = 1 
1 + 1 = max(l,l) = 1 

2 + 1 = max(2,l) = 2 

and in Boolean multiplication 

0 x 1 = min(O.l) = 0 

1 x 2 = min(l,2) = 1 

We illustrate further by applying the rules to matrix multiplication. 

When the elements of a row of a matrix are multiplied into the elements 

of a column of a matrix as follows 

( 0 1 1 2 0 ) 
i \ 
1 
1 
0 
1 
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the Boolean matrix element formed is 

(0 + 1 + 0 + 1 + 0 ) = 1 

Taking the Boolean sum of the matrices after forming each power yields 

the reachability matrix 

R* = R + R2 + + Rn [4-2] 

An element in this matrix indicates whether a unit can be reached through 

the directed graph from the unit of origin in up to and including n steps. 

If the element is 0, the unit cannot be reached from the unit of origin. 

The reachability matrix may be used to delineate recycle loops 

and serial regions outside of loops. The logical intersection of this 

matrix and its transpose, R f»R , will show these regions. The trans

pose, is formed by interchanging rows and columns. The logical inter

section may be found by taking the Boolean matrix product. Figure 4-4 

shows these operations to locate recycle loops for two simple cases. The 

loop representation still depends upon ascending order of numbers with 

information flow. If this is not the case a permutation matrix must be 
*^\ *T 

introduced to convert R/ 1R into diagonal form. The diagonal form 
(2) 

is given in Figure 4-4. Himmelblau and Bischoff discuss this point 
further. 

We will now demonstrate the use of the Adjacency Matrix using 

Figure 4-2. For convenience, Figure 4-5 summarizes the operations. 

Powers of the R on the left hand side of Figure 4-5 give the connections. 
4 

Let us check. In R , unit 3 should be connected to unit 4 by four steps. 

Referring to Figure 4-2, we see that the connection is through the 
1 2 3 4 

sequence 3. A 4. ""* 2. ~* 3. -* 4., that is we must cycle through unit 

3 again to go from unit 3 to unit 4 in four steps. We also notice that 

unit 5 does not lead anywhere; so it cannot be part of a loop and must 

have an output stream. 

Presence of recycle loops may be detected from powers of ft or 

from manipulation of R . The matrix of 3 step connections, W, shows 4 

values of unity on the diagonal. This means that any unit forming the i 

diagonal can be reached from itself. Now a unit can only reach itself if 
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it forms part of a recycle loop. We can see then that units 1, 2, 3 and 

4 are in recycle loops. Are they in a single loop? The |T matrix tells 

us that they are not. If a unit can reach itself through 3 steps, the 
3 

loop can only have three members. But in & , there are 4 units on the 

diagonal. Consequently, the 4 units must be arranged in at least two 
2 4 

three membered loops. Examination of R and It shows no diagonal elements 

so there are no 2 and 4 numbered loops. This means the system consists 

of two 3 membered recycle loops. Since we have numbered in ascending 

order following flow, it is evident that units 2 and 3 are common to both 

loops. 

The Reachability Matrix through its logical intersection 
*^\ *T 

tti IJt does not give any more information than powers of the adjacency 

matrix, although the information is more graphically presented. The 

bottom of Figure 4-5 simply shows that units 1 to 4 form a recycle system 

and that the system cannot be further decomposed. 

Recycle loops identified from the flow sheet or from the adja-
(4) cency matrix can be represented as a table referred to as a cycle matrix , 

This matrix is useful for ordering the calculations when iteration is 

used. Table 4-5 gives the matrix for Figure 4-1. 

Four cycles can easily be identified in Figure 4-1. They are 

numbered in an arbitrary manner and form the rows of the matrix in Table 

4-5. Streams form the columns. Thus, a unit element a.. indicates that 

the stream, j, is to be found in loop or cycle i. If we call rank the 

number of recycle streams in each recycle loop and stream frequency the 

number of loops a stream is located in, then, rank and frequency are the 

sum of the units in the rows and columns respectively. These two quan

tities are shown in Table 4-5. 

Stream frequency information is useful when iterative calcula

tions must be carried out. Examination of the rows shows stream (3J is 

common to loops 1 and 2, while stream {9J is common to loops 3 and 4. It 

was pointed out earlier that to evaluate streams in a recycle loop by 

successive substitution values of variables in one of the streams in the 

^Rudd, D.F. and Watson, C.C., "Strategy of Process Engineering" 
John Wiley (New York, 1968) 
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Case 1; Single Loop 

) 1 

I 
i 2 i 4 

Ultimate Reachability 

Matrix R* - E
3 Rn 

n-l 

1 

2 

3 

4 

1 

0 

0 

0 

0 

2 

1 

,1 

1 

0 

3 

1 

1 

1 

0 

4 

1 

1 

1 

0 

Transpose R *T 
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2 

3 

4 

1 

0 

1 

1 

1 

2 

0 

1 

1 

1 

3 

0 

1 

1 

1 

4 

0 

0 

0 
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Logical Intersection R M R 
*T 

1 

2 

3 

4 

1 

0 

0 

0 

0 

2 3 

0 0 

1 1 

1 1 

0 .0 

4 

0 

0 

0 

0 

Case 2: Two 1st Order Loops 

1 — J 2 H[T|H ? 5 1 6 J 7 "7> 

Ultimate Reachabil i ty 
6 

Ha 

1 

2 

3 

4 

5 

6 

7 

trlx 
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0 

0 

0 

0 

0 

0 

a 

2 
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1 
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0 

0 

3 

1 

1 

1 

0 

0 

0 

0 

4 
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1 

1 
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0 

0 

0 

R." 
1 

5 6 7 

1 1 1 

1 1 1 

1 1 1 

1 1 1 

1 1 1 

1 1 1 

0 0 0 

Transpose % ,*T 

1 

2 

3 

4 

5 

6 

7 
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0 

1 

1 

1 

1 

1 

1 

2 

0 
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0 

1 

1 

1 

1 

I 

1 

4 
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0 

0 

0 

1 

1 

1 

5 

0 

0 

0 

0 

1 

1 

1 

6 

0 

0 

0 

0 

1 

1 

1 

7 

0 

0 

0 

0 

0 

0 

0 

Logical Intersection 1' 'R 
,*T 
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2 

3 

4 

5 

6 

7 

1 

0 

0 

0 

0 

0 

0 

0 

2 

0 

1 

1 

0 

0 

0 

0 

3 

0 

1 

1 

0 

0 

0 

0 

4 

0 

0 

0 

0 

0 

0 

0 

5 

0 

0 

0 

0 

1 

1 

0 

6 

0 

0 

0 

0 

1 

1 

0 

7 

0 

0 

0 

0 

0 

0 

0 

FIGURE 4 - 4 . LOCATION OF RECYCLE LOOPS FROM THE REACHABILITY MATRIX 
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Direct Interconnection 
To 

(Adjacency 
Matrix - R) 

1-

2 
3 
4 
5 

1 

0 
0 
1 
0 
0 

2 

1 
0 
0 
1 
0 

3 

0 
1 
0 
0 
0 
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0 
0 
1 
0 
0 

5 

0 
0 
0 
1 
0 

Connection via 2 steps(R ) 
To 

1 2 3 4 5 

From 

0 
1 
0 
0 
0 

0 
0 
1 
0 
0 

Reachability via up to 1 step(R*) 

1 
2 
3 
4 
5 

1 

0 
0 
1 
0 
0 

2 

1 
0 
0 
1 
0 

3 

0 
1 
0 
0 
0 

4 

0 
0 
1 
0 
0 

5 

0 
0 
0 
1 
0 

Reachability via up to 2 steps(R^) 

1 
2 
3 
4 
5 

1 

0 
1 
1 
0 
0 
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1 
0 
1 
1 
0 

3 

1 
I 
0 
0 
0 

4 

0 
1 
1 
0 
0 

5 
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0 
0 
1 
0 

Connections via 3 steps (R ) 
To 

1 2 3 4 5 

1 
2 

From 3 
4 
5 

1 0 0 1 0 
0 1 0 0 1 
0 0 1 0 0 
1 0 0 1 0 
0 0 0 0 0 

Reachability via up to 3 steps(R-) 

1 
2 
3 
4 
5 

.1 

1 
1 
1 
1 
0 

2 

1 
1 
1 
1 
0 

3 

1 
1 
1 
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4 
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0 

5 

0 
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3 
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4 
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1 
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0 

.Connections via 5 steps (R ) 
To 

1 
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From 3 
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5 

1 

0 
1 
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0 
0 

2 

0 
0 
1 
0 
0 

3 

1 
0 
0 
1 
0 

4 

0 
1 
0 
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0 

5 

0 
0 
1 
0 
0 

Reachability via up to 4 steps(R.) 

1-1 
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5 
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1 
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3 
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Reachability via up to 5 steps(R) 

1 
2 
3 
4 
5 

1 

1 
1 
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0 

Considering more than 5 steps does not change the Reachability Matrix so if 
R* - Ultimate Reachability, Matrix R* » R? - R*, etc. Taking the transpose 
and forming the logical intersection: V 

Transpose (R* ) 
*TS Logical Intersection ( R ' ^ R * 1 ) 
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4 
5 

1 2 3 

1 
1 
1 
I 
1 

A 5 

0 
0 
0 
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1 
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1 
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1 
1 
1 
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0 
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1 
1 
1 
1 
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5 

0 
0 
0 
0 
0 

FIGURE 4-5. NETWORK STRUCTURE FROM THE ADJACENCY MATRIX 
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TABLE 4-5 . CYCLE MATRIX FOR A WASTE TREATMENT PLANT 
(Figure 4-1) 

Cycle 
Number 

1 

2 

3 

4 

Stream 
Frequency 

1 2 3 4 5 6 7 8 9 10 11 12 13 

0 1 1 0 0 0 0 1 0 0 0 0 0 

0 0 1 1 0 0 1 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 1 0 0 0 1 

0 0 0 0 0 0 0 0 1 1 0 1 0 

0 1 2 1 0 0 1 1 2 1 0 1 1 

Cycle 
Rank 

3 

3 

2 

3 

loop must be specified. But which stream in the loop should we specify? 

Clearly it would be better to specify a stream common to more than one 

loop. Stream frequency indicates which streams we should take and the 

cycle matrix tell us what loops we have made determinant by the specifi

cation. It can be seen that the stream f3J lies in both loops 1 and 2 so 

these become determinant if (3J is specified. 

What we mean by "made determinant" needs some explanation. 

Suppose by some means we knew the flows and compositions leaving unit 2 -

the trickling filter - in stream \3J- Since we are calculating output 

step by step we can immediately calculate the output of unit 3, the clari-

fier. We then know stream f4J and we can proceed to calculate unit 4 and 

so on through the process. If we also specified the flows and compositions 

in stream \9j, units 6 and 7 could be calculated directly because these 

units form a chain. Consequently, as a result of specifying streams {3j 

and (?), streams (IT), (12) and u3) are established and the outputs of 

units 1 and 2 may be calculated. 

In practice we do not know the flows and compositions in streams 

(T) and MM. If we guess at these, however, the iterative calculations 

will be faster than they would be for guessing other streams. Of course, 

the closer the guesses are to the actual values, the faster the iterations 



4-19 

will be executed. 

4.4 Establishing A Calculational Sequence 

Our purpose in this last section is to examine two alternative 

ways of establishing a calculational sequence which minimizes computa-

ting time for process simulation. Our interest is in systems containing 

non linear process units. To develop the argument, however, we will 

consider networks with linear processes first. Systems in which we 

follow change in composition fall into the linear class if simple lumped 

parameter models are employed. In some cases, a primary waste treatment 

plant can be modelled as a linear system. 

The processes shown in Figures 4-1 and 4-2 which have been 

used to illustrate ideas and techniques up to now are no longer suitable. 

Instead, a modification of Figure 4-1 shown in Figure 4-6 will be employed. 

Calculation of. the output of the linear system may be accom

plished by solving sets of simultaneous algebraic equations. A set arises 

for each variable (such as flow or composition). Since each variable 

occurs in each stream and there are 13 streams in Figure 4-6, each vari

able can have 13 values. The value in the feed stream will be known, but 

the remaining 12 values are unknown. Equations of the material balance 

type are needed, to determine these unknown values. For example, unit 4 

furnishes two equations for each variable. Consequently we have for the 

linear system 12 equations containing 12 unknowns for each variable. If 

we use 4 variables (say, flow, suspended solids, volatile suspended solids 

and BOD), we will have 4 sets each containing 12 equations. The sets can 

be solved by use of Cramer's rule or Gaussian elimination, but this is not 

the point. The point is that as the network grows, the size of determi

nants needed for solving the sets become large. Their manipulation quickly 

becomes time consuming even on a large computer. 

How can the size of the set be reduced? Figure 4-6 suggests the 

answer. Units 1 and 6 can be stripped off. Input to unit 1 is known so 

that its output can be calculated. Once the recycle system containing 

units 2 to 5 is solved, the input to unit 6 will be known and its output 

can be determined. Loop 3 is independent of loops 1 and 2 so it can be 

solved after them as a second step. By inspection, then, we have reduced 
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a problem involving the solution of 12 simultaneous equations to one 

involving a set of 6 equations and a set of 3 equations. Intuitively, 

this is an easier job. 

For networks more complex than Figure 4-6, it becomes difficult 

to decompose the network into structurally independent subsystems by 

simple inspection. The problem of decomposition has attracted a good 

deal of attention recently . We will consider just the use of the 

adjacency matrix, discussed earlier. 

A decomposition procedure, then, would proceed by first num

bering units in an ascending order following the main information flow. 

This simplifies interpreting the R matrix. The matrix would be formed 

and units stripped off which are not within recycle loops. Those with 

zero columns would go to the beginning of a calculation list since they 

can be calculated directly from feed information, while those with zero 

rows would be placed last in the list. Next Boolean powers of the matrix 

would be formed to delineate recycle loops. These must be checked to 

find out whether the units in the loop belong to larger loops. Forming 

higher powers will show this, but inspection of each power also suffices. 

If loop members belong to a larger cycle, there will be unit entries in 

columns of the members below the diagonal. A loop which does not belong 

to a larger loop is called a "maximal cyclical net". When found, members 

making up the "net" can be removed from the matrix and placed in the cal

culation list. Figure 4-7 gives Himmelblau's algorithm for these opera-
(2) tions 

^ 'Norman, R.L., "A Matrix Method for Location of Cycles in a 
Directed Graph", A. I.Ch.E.J., .11, 450 (1965) 

Himmelblau, D.M., "Decomposition of Large Scale Systems I", 
Chemical Eng. Sci., 21, 425 (1966) 

(7^Lee, W. and Rudd, D.F., A. I.Ch.E.J., .12, H84 (1966) 

^Christensen, J.H. and Rudd, D.F., A. I.Ch.E.J. , 14 (1968) 

(Q) 
v 'Sargent, R.W.H. and Westerberg, A.W., "Speed-up in Engineer

ing Design", Trans. Inst. Chem. Engs. 42, 190 (1964) 
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Remove that column 
and corresponding 
raw 

Remove that row and 
column 

Yet -<s> 

Compute the nth power of 
the Boolean matrix, where 
n * nuaber of times this 
step Is executed 

Determine members of the 
net 

FIGURE 4-7. ALGORITHM FOR SYSTEM DECOMPOSITION 

*Flgure adopted from reference (2) with the kind permission of the publisher. 
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Application of this algorithm to the illustrative process of 

Figure 4-6 is shown in Figure 4-8. The figure shows, as expected, a 

calculation order beginning with a direct calculation of the first unit, 

followed by calculations of a suitable type for the coupled recycle loops, 

followed once more by the same procedure for the two membered loop, and 

ending with direct calculation of the last unit. If successive substi

tution is used, streams to be specified may be obtained from the cyclic 

matrix as illustrated in the previous section. The procedure is also 

shown in Figure 4-8. Streams (4) and (Ly or U3) in Figure 4-6 are the 

preferable streams for specification. 

"Breaking" a recycle loop, as previously described, involves 

specifying one or more streams by assuming values for variables in the 

streams so that the remaining units in the loop can be calculated serially. 

A heuristic technique can be used in place of the Boolean and cyclic 

matrix procedure just discussed. The PACER and MACSIM executives and a 

subroutine in GEMCS employ the technique we will now describe. 

By using "flags" to identify the nature of a stream in a net

work, the formulation of the adjacency matrix can be avoided. Starting 

with the process matrix (Table 4-2), a stream connection matrix (Table 

4-3) is established through a search. Input streams identified in the 

search are "flagged" with an "1". Similarly product streams are identi

fied and flagged with a "2". The remaining streams in the stream connec

tion matrix are unflagged. The process matrix is then scanned row by row 

to find process units for which the output streams can be calculated, that 

is, units for which all input streams are flagged "1". When such a unit 

is found, the proper equipment subroutine is called to calculate the out

put streams of this unit. These output streams are flagged "1" since 

they are now known. The process unit is also flagged with a number greater 

than zero. In GEMCS, no calculation is performed, the streams are just 

flagged to indicate they can be calculated serially. Scanning the Process 

Matrix continues and rescanning will occur until no more equipment units 

can be found which may be calculated directly. If the process has one or 

more recycle streams the method described will be unable to solve the 

problem completely. The executive recognizes this situation when one or 

more process units are flagged zero and none of these units has all of 
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1) Fora the adjacency matrix for suitably numbered process units or stages 

To 

From: 

1 

2 

3 

4 

5 

<° 
7 

8 

1 2 

0 1 

0 0 

0 0 

0 1 

0 0 

"0 0' 
0 0 

0 0 

3 

0 

1 

0 

0 

1 

fl 
0 

0 

4 

0 

0 

1 

0 

0 

0 
0 

0 

5 

0 

0 

0 

1 

0 

0 
0 

0 

6 

0 

0 

0 

0 

1 

4 
0 

0 

7 8 

0 0 

1 0 

0 0 

0 0 

0 0 

0 0 ) 
0 1 

1 0 

Unit 1 accepts a feed stream and is not In a loop 

2) Delete unit 1 from the matrix and place it at the head of calculation list. 

Unit 6 discharges a product stream and is not in a loop 

3) Delete unit 6 from the matrix and place it at the end of the calculation list. 

4) Form the reduced adjacency matrix 
To 

From: 

There are no zero columns or rows so no further units may be deleted. 

2 

3 

4 

5 

7 

8 

2 

0 

0 

1 

0 

0 

0 

3 

1 

0 

0 

1 

0 

0 

4 

0 

1 

0 

0 

0 

0 

5 

0 

0 

I 

0 

0 

0 

7 

1 

0 

0 

0 

0 

1 

8 

0 

0 

0 

0 

1 

0 

5) Form tT 

From: 

4 8 

0 0 1 0 0 1 

1 0 0 1 0 0 

0 1 0 0 1 0 

0 0 1 0 0 0 

0 0 

0 0 

1 0 0 0 

o o ^ \ o 
o o o \ j N 

Units 7 and 8 form a two membered loop. Inspection of region to left 
of diagonal in rows 7 and 8 shows only zeroes so that 7 and 8 form a 
"maximal cyclical net". 

FIGURE 4*8. EXAMPLE OF NETWORK DECOMPOSITION 
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6) Delete units 7 and 8 from the matrix and place the calculation of 7 
and 8 before 6 in the list. 

7) Form the reduced R matrix 

To 
2 3 4 5 

From 

0 0 1 0 

1 0 0 1 

0 1 0 0 

0 0 1 0 

8) Form RJ 

From 

To 

2 

3 

4 

5 

2 

V 
0^ 

0 

1 

3 

yO 

s ^ 

o\ 
0 

4 

0 

yO 

s^ 

6̂  

5 

1 

0 

\° 
s l \ 

Units 2, 3,4 and 5 form two three membered loops with units 3 and 4 as 
common members. 

9) Form R 

2 

3 

4 

5 

2 

0 

0 

1 

0 

To 
3 4 

1 0 

0 1 

0 0 

1 0 

5 

0 

0 

1 

0 

There are no non zero entries in the diagonal elements so there are no 
4 membered recycle loops. 
The coupled 3 membered loops are the "maximal cyclical nets". 

10) Calculation list is then: - Calculate unit 1 
- Calculate units 2, 3, 4 and 5 
- Calculate units 7 and 8 . 
- Calculate unit 6. 

11) Form the cycle matrix using numbers of streams connecting units in recycle loops 

Loop 
Number 

1 
2 
3 

Stream 
Frequency 

3 

0 
1 
0 

1 

4 

1 
1 
0 

2 

Stream Number 
'5 

1 
0 
0 

1 

8 

1 
0 
0 

1 

9 

0 
1 
0 

1 

11 

0 
0 
1 

1 

13 

0 
0 
1 

1 

Stream frequency and inspection of the cyclic matrix shows streara(4Jis common to loops 
1 and 2. Thus in successive substitution streamUUshould be specified. For 
loop 3, either stream (Tl) or Q3) should be specified. 

FIGURE 4-8 (continued) 
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its input streams flagged with "l". The operation is shown in an abbre

viated computer flow diagram as Figure 4-9. 

When a recycle loop is identified, a heuristic procedure shown 

in Figure 4-10 is used to "break" the loop. The bottom of the diagram 

simply shows that the executive iterates around the loop until calcula

tions converge and continue thereafter through the process matrix. The 

procedure starts by assuming a zero flagged input stream known. The 

Process Matrix is rescanned to determine if now more units can be calcu

lated. The executive checks to see if the stream which was assumed known 

is an output of one of the units which now can be calculated. If both of 

the above conditions are not satisfied, the executive returns to the zero 

flagged stream list and assumes a different stream known. If the condi

tions are not satisfied by assuming a single stream known combinations of 

two zero flagged streams are assumed known and the scanning repeated. If 

unsuccessful, combinations of three streams at a time are finally assumed 

known in an attempt to find a starting point for the iterative calcula

tions. When the necessary conditions for an iterative solution are satis

fied, a list is made of all units which now can be calculated. However, 

the executive removes from this list all units not contained in the loops 

to establish the shortest list of process units for the iterative solu

tion. 

A set of guessed values of the variables for the streams 

assumed known are used in performing the first iteration. Upon completion 

of the loop new values for these streams will have been calculated. 

These results are used in performing the next loop of iterations. The 

results of each loop are tested for convergence by comparing them with 

the results of the previous loop. When the absolute fractional change is 

less than a tolerance specified for all variables, convergence has been 

obtained. 

Upon convergence of an iterative solution, the process matrix 

is again scanned to determine if any new units can be calculated. So in 

this way, the executive moves through the flow network. In GEMCS, no 

calculations are performed. After a loop is broken, the process matrix 

is rescanned. It is evident, thus, that the PACER, MACSIM and GEMCS 
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RESET ALL STREAM AND EQUIPMENT FLAGS 

c From F i g u r e 4 -10V 
SCAN PROCESS MATRIX ROW BY 
ROW STARTING AT FIRST ROW 

YES 

NO 

CALL EQUIPMENT SUBROUTINE. 
CALCULATE OUTPUT STREAMS & 
FLAG AS KNOWN. FLAG EQUIP
MENT AS KNOWN 

NO 

K GO TO NEXT ROW 

EXIT. PRIMARY LOOP COM
PLETED. A CASE HAS BEEN EVALUATED 

NO 

WERE ANY STREAMS FLAGGJ 
KNOWN DURING SCANJ 

.YES 

RECYCLE CALCULATIONS REQUIRED. 
FIND SHORTEST CLOSED LOOP. SET 

UP AND PERFORM REQUIRED 
ITERATIVE CALCULATIONS. 

_! ' 

m NO 

FIGURE 4-9. LOGIC FOR IDENTIFYING RECYCLE PROBLEM 

*Figure taken from reference (1) with the kind permission of the publisher. 
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(From Figure 4-9J 

FORM ORDERED LIST OF UNKNOWN INPUT STREAKS 

I 
CHOOSE INPUT STREAMS ASSUMED "KNOWN" 

TRY ALL COMBINATIONS OF I, 2 or 3 STREAMS 
RECYCLE ORDER OF LOOP - NUMBER OF STREAMS 

ASSUMED 

NO 

CHOOSE OTHER 
"KNOWN" INPUT STREAMS 

YES 

DETERMINE SHORTEST ORDERED 
LIST OF EQUIPMENT HAVING 

ASSUMED INPUT STREAMS AS OUT
PUT STREAMS 

I 
|DO BOOKKEEPING REQUIRED FOR ITERATIVE RECYCLE CALCULATION 

[ SELECT EQUIPMENT FROM ORDERED LIST 

, E 
| CALL EQUIPMENT SUBROUTINE AND CALCULATE OUTPUT STREAMS 

| TEST OUTPUT STREAMS FOR CONVERGENCE 

| TRANSFER RESULTS TO STREAM MATRIX | 

RETURN TO PRIMARY LOOP 

( To Figure 4-9 ) 

FIGURE 4-10. LOGIC FOR RECYCLE CALCULATIONS 

Figure taken from reference (1) with the kind permission of the publisher. 
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executives proceed stepwise through the process network. Only the 

process matrix and the derived stream connections matrix are used. 

Although not the most sophisticated way of decomposing networks and per

haps not the most efficient, the algorithm has functioned successfully 

for moderately complicated networks. 

SEPSIM, the executive we will use in the Workshop, does not 

have a network analysis capability. The user must provide the analysis. 
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5 STREAM VECTORS 

This chapter deals with the description of streams in a pro

cess. At the beginning of the last chapter you may recall that we said 

that the choice of the variables to be considered is one of the central 

problems in the process analysis. The streams in a process are described 

by these variables. 

Our objectives in this chapter will be to show the factors 

which must be considered in selecting variables, and the requirements 

which must be met by the variable list if an executive program is to be 

used. We will illustrate the discussion with vectors used in past waste 

treatment studies and we will close the chapter with a brief review of 

the correspondence of various measures of water borne wastes. 

5.1 Definitions 

We have used the terms "variable", "stream vector", "informa

tion content" loosely and without definition in the last three chapters. 

By "variable" we mean a property associated with a stream which can 

change from place to place in the network. BOD would be a variable since 

it will have one value in a stream entering a trickling filter unit and 

another in the stream leaving a chlorinator. Flow in the stream in gpm 

or temperature could be variables. 

The group of variables we might choose, or all we know about 

a stream in a process, is the information content of the stream. For 

example, the information content of raw sewage might be the suspended 

solids, soluble BOD,., suspended BOD,., total dissolved solids, flow rate 

and perhaps also its color, odor and appearance. If we use the informa

tion modifier analogy of the last chapter, these properties of the sewage 

changes as it flows from unit to unit through the treatment plant. Thus, 

the process units operate to modify the information content of the process 

streams. 

Stream list or vector is a more limited group. It is the set 

of stream properties or variables which are followed in a simulation or 

the set that contains the design parameters which set equipment sizes. 

As an example of the latter, the fractional reduction of BOD,, is the basis 
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for sizing trickling filters or activated sludge units. BOD-, conse

quently, would be included in a stream vector. The term vector is quite 

appropriate for the set of variables describing a stream. A vector in 

physical space has projections along the 3 coordinate directions; in "n" 

dimensional space, the vector will have projections along n coordinate 

directions. Each projection is a scalar quantity, that is, a number. 

The variables describing the condition of any stream are numbers. Each 

variable in a stream vector is like a coordinate direction. A numerical 

value of a variable in a stream then is like a projection along a coordi

nate direction. 

The stream vectors are collected in SEPSIM as an array called 

the SN matrix. Each row of the array is a vector for a specific stream 

in the process. The STRKL and STRM0 matrices are smaller arrays with the 

same structure as the SN matrix. They are also used in SEPSIM. 

5.2 Choice of Variables 

Primary factors in the selection of variables are the objectives 

of the simulation and the nature of the unit processes in the system. If 

we are interested in the level of nutrients in the outfall from a munici

pal sewage plant, the nutrients must be variables. If one of the process 

units is a biological reactor, temperature may be a variable because BOD 

reduction depends on temperature. Only suspended solids are removed in a 

clarifier. Consequently, if phosphorus removal is important, then the 

concentration of suspended matter containing phosphorus must be a variable. 

The choice of variables, however, is constrained by the data available. 

Including a variable in the stream vector which is not or cannot be mea

sured may be pointless. Similarly, little is gained by including a 

variable if models describing the change in the variable in process units 

are not available. 

Table 5-1 compares a group of detailed vectors that have been 

used in both design and simulation studies. The first three were for 
(1 2 3") municipal treatment plantsv ' ' . The vectors reflect criteria now used 

' 'Smith, R., "Preliminary Design and Simulation of Conventional 
Waste Treatment Systems Using the Digital Computer", Water Pollution Con
trol Research Series WP-20-9, F.W.P.C.A./U.S.D.I. (Washington, 1968) 
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for specifying water quality or those proposed for future use. BOD and 

TSS are used now as criteria for discharge into receiving waters. The 

current concern about nutrients is leading to additional criteria for 

nitrogen and phosphorus. Total organic carbon (SOC + DOC) may replace 

BOD in some quality criteria because it can be measured more easily. The 

division between suspended and soluble matter simply reflects the presence 

of clarifiers in the system. Similarly VSS is used because the biomass in 

an activated sludge system is frequently measured in terms of volatile 

suspended solids. The separation of organic carbon into biodegradable 

and non biodegradable recognizes that a biological reactor is not capable 

of converting all the organic carbon in the waste. 

The municipal sewage vectors do not give a full description in 

as far as Coliform counts or pesticide concentrations are concerned. Selec

ted heavy metals and color should be included. Paucity of measurements 

and a complete absence of models makes lengthening the vector to include 
(2) 

these variables pointless at this time. In the WATCRAP-PACER studiesv ' 

models could not be found or developed for all the variables in the vector. 

For example, we did not use models for SOC or DOC in a trickling filter. 

Models for DP and SOP could not be written because we are ignorant as to 

how phosphorus is distributed between suspended and dissolved matter in 

sewage. The problem was circumvented by using only BOD models and calcu

lating SOC and DOC from BOD through rather inexact factors. Since the 

length of the vector increases the running time of programs and the pos

sibility of errors in a library subroutine, the vector should be kept as 

short as possible. If factors are used to obtain other variables from 

say BOD and VSS, there is no reason to include these other variables in 

the vector. They can be estimated from a print-out of BOD and VSS results 

quickly and easily. 

For measurements and models now available and criteria used now, 

(2) 
'Silveston, P.L., "Digital Computer Simulation of Waste Treat

ment Plants Using the WATCRAP-PACER System", Water Pollution Control j>9, 
686 (1970) 

^Smith, R. , Eilers, * .G. , Hall, E.D. , "Executive Digital Com
puter Program for Preliminary Design of Waste Water Treatment Systems", 
Water Pollution Control Research Series, WP-20-14, F.W.P.C.A./U.S.D.I. 
(Washington, 1968) 



TABLE 5 - 1 . COMPARISON OF DETAILED STREAM VECTORS USED IN WASTE TREATMENT STUDIES 

Smith In " P r e l i m i n a r y Design 
and S imula t ion of Convent ional 
Waste Water Treatment Systems 
Using the D i g i t a l Computer" (1) 

S l l v e s t o n In "Dig i ta l Computer 
Simulation of Waace Treatment 
Plants Using the WATCRAP-PACER 
Syatem" <2> 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

Volumetric Flow Rate (Q) 
Mr 

Suspended Organic Carbon (SOC) 

Suspended Non Biodegradable 
Carbon (SNBC) 

Suspended Organic Nitrogen (SON) 

Suspended Organic Phosphorus 
(SOP) 

Suspended Fixed Matter (SFM) 

Dissolved Organic Carbon (DOC) 

Dissolved Non Biodegradable Carbon 
(DNBC) 

Dissolved Nitrogen (DN) 

Dissolved Phosphorus (DP) 

Dissolved Fixed Matter (DFM) 

Suspended BOD (SBOD) 

Dissolved BOD (DBOD) 

Volatile Suspended Solids (VSS) 

Total Suspended Solids (TSS) 

Alkalinity (ALK) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

IS 

16 

17 

18 

19 

Stress Nuaber ( 

Q 

SNBC 

DNBC 

SOC 

DOC 

SON 

DN 

SOP 

DP 

SFM 

DFM 

SBOD 

DBOD 

TSS 

Temperature (T) 

VSS 

ALK 

Saith a t a l . In "Executive D i g i t a l 
Coaputer Prograa f o r Preliminary 
Design of Waste Water Treatment 
SyatMM" O) 

1. I 

2 . Q 

3 . SOC 

4 . SNBC 

3 . SON 

6. SOP 

7. SFM 

8. SBOD 

9 . VSS 

10. TSS 

11 . DOC 

12. DNBC 

13. DN 

14. DP 

15. DFM 

16. ALK 

17. DBOD 

Hoffman a t a l . In "The Strategy 
and an Example of Simulation aa 
applied to a Petroleum Refinery 
Waste Treatment Process ' * ) 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

I 

Stream Flag 

Total Flow 

T 

Pressure, psl (P) 

Oxygen 

Total Carbon 

Water 

Caseous Carbon 

DNBC 

Volatile Organic Carbon 

Dissolved Non Volatile Carbon 

Immiscible Oil (as carbon) 

Organisms (as carbon) 

Solid Carbonate Salts (as carbon) 

Organic Sludge (no microorganisms) 
.. - <•> (•• carbon) Inert Solids v 

TSS 

Phenol (In p.p.b.) 

PH 

Hydroxyl Ion Concentration 

Bicarbonate Concentration 

Carbonate Concentration 

Ul 
i 

•P-

t o a 

(4) 

Pe t ro leum 
Hoffman, T.W., Woods, D.R. , Murphy, K.L . , Korean, J . D . , "The Strategy 
im Refinery Waste Treatment Process", J .W.P.C.F. , In pr int (1973) 

and an ExAaple of Simulation aa Applied 

* Flow in mgd 

** C o n c e n t r a t i o n s in m i l l i g r a m s / l i t r e 

*** In lbs/day 



TABLE 5-2. COMPARISON OF SHORT VECTORS USED IN WASTB TREATMENT STUDIES 

S lives ton 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

I 

-

Q 

SBOD 

DBOD 

TSS 

T 

VSS 

ALK 

(2) Sin 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

gh v"" 

I 

-

Q 

TSS 

DBOD 

SBOD 

Total BOD (TBOD) 

VSS 

PH 

DPM 

T 

SFM 

-

Total Volatile A 

Peeling1-

1. 

2. 

3. 

4. 
5. 

6. 

7. 

8. 

I 

-

Q 

ISS 

DBOD 

SBOD 

TBOD 

VSS 

(5) Fan et al (8) 

Q 

TSS 

Substrate 

Cell Mass 

Curry. 

I 

(9) 

1. 

2. 

3 . 

4. 

5. 

6. 

7. 

8. 

Q 
T 

P 

pH 

TBOD 

Total COD 

9. Phenol 

10. Mixed Liquor Sus
pended Solids 

11. UN 

12. DP 

13. Dissolved Oxygen 

Ul 
I 

Peeling, D.A., Engineering Report, Dept. of Chenlcal Engineering, University of Waterloo (1972) 
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shorter vectors are preferable. A group of such vectors are shown in 

Table 5-2. The structure used by Peeling ' has been employed in all 

recent SEPSIM simulation studies ' . The vector could have been re

duced to six variables. The blank in the second element is for the 

flagging operation used in the MACSIM-GEMCS executive, but not used in 

SEPSIM. The vector was structured so that the subroutine library could 

be used with these other executives. Total BOD was included just for 

print-out convenience. SBOD and DBOD are actually calculated by the 

models. The ultimate vector for municipal waste treatment consisting of 

just 4 variables is used in Fan's ASOP-SPCHEN program^ . 

By way of contrast to vectors for sewage, the last column in 

(4) 

Table 5-1 shows the vector used by Hoffman et al. for a petroleum re

finery waste. The models used in Hoffman's simulation of a treatment 

plant utilized carbon balances. Consequently, the waste components in 

the vector are expressed in terms of carbon. Phenol is a particularly 

important component in the waste so it appears in the vector. 
(9) 

Table 5-2 shows the vector used by Curry for a chemical 

waste. The vector differs substantially from those used for refinery 

waste and for sewage. This illustrates simply that vectors must be con

structed for specific wastes as well as for the objectives of the design 

or simulation. 

^ 'Silveston, P.L., "Simulation of the Mean Performance of Muni
cipal Waste Treatment Plants", Water Research £, 1101-1111 (1972) 

^ 'Silveston, P.L., "Computer Simulation of Waste Water Treat
ment Plants", Proc. 1st Pacific Chem. Eng. Congress, Part III, (Kyoto, 
Japan, 1972) 

^Fan, L.T., Erickson, L.E. and Chen, G.K.C., Paper, National 
A.I.Ch.E. Meeting, Cincinnati, Ohio (May, 1971) 

^ 'Curry, E.V., "Computer Simulation of a Biological Waste Treat
ment Facility", Eng. Report, Dept. of Chem. Eng., Univ. of Waterloo (1971) 

' 'Singh, D.P., "Steady State Simulation of the Kitchener Waste 
Treatment Plant by Digital Computer", M.A.Sc. Thesis, Dept. of Chem. Eng., 
Univ. of Waterloo (1971) 
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All but one of the vectors in the Tables are written with a 

flow entry and components expressed as concentration. The other alterna

tive is to use mass flow rates in say pounds/hour for components. This 

is the convention used in the Hoffman vector. 

You should note in Table 5-1 the ordering of the variables. 

In the third column suspended matter and dissolved matter variables are 

grouped separately, while in the second column suspended matter are even

ly numbered and dissolved matter variables bear odd numbers. In the 

fourth column, all the variables in terms of carbon are collected together. 

This ordering was intentional to simplify DO loop statements in the model 

subroutines. 

5.3 List Restrictions 

It is a good practice to use the same stream vector for all sub

routines in the model library. In other words, each "library" is written 

for one stream vector. This practice reduces the possibility of operating 

on the wrong element of a vector in a subroutine which could arise if the 

vector changed and the user failed to recognize the change. 

In the Singh vector in Table 5-2, pH and total volatile acids 

appear. These variables are useful only in the digester model, but they 

are carried throughout the design or simulation in order to keep the vec

tor the same. Similarily, in the Curry vector, DN and DP are carried be

cause they describe nutrient concentrations in a stream mixed with a 

chemical waste upstream from a trickling filter. Nutrients are not con

sidered elsewhere in the plant. 

Any vector structure can be chosen for SEPSIM provided only 

that the first element or entry is reserved for the stream number. Most 

executives have a similar requirement. In the PACER derived executives 

which use flagging to organize calculations (see previous chapter), the 

second element must be reserved for the flag. 

5.4 SEPSIM Stream Vectors 

In the Workshop each group will be responsible for selecting 

the vector which they will use for their simulation or design case. Pro

cess models each of you will write must correspond to the vector selected. 
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Establishing the vector is a necessary step in any application of compu

ter-aided design or analysis. Table 5-3 sets forth guidelines for stream 

vectors for use with the SEPSIM Executive. 

TABLE 5-3. GUIDELINES FOR SEPSIM STREAM VECTORS 

SELECTION OF VARIABLES 

1. Any stream property which changes from point to point in the pro-
a 

cess can be a variable. 

2. Choice of variables is always a compromise between: 

a) all properties of interest in the process or in one or more 

output streams (in simulation), 

b) all properties used as design parameters for choosing or sizing 

equipment (in design) 

c) all properties which are used as water quality criteria (both 

simulation and design), 

d) properties which reflect the operations of the units in the 

process, 

on one side and on the other side: 

e) availability of data which describes the change of a property 

or at least sufficient information to develop suitable models, 

f) availability of data which will permit model parameters to be 

evaluated and the model to be tested. 

3. Vector length should be as short as possible to fulfil the simula

tion or design requirements. 

VECTOR STRUCTURE 

1. 1st element in the vector is the stream number. 

2. All subroutines in the model library should use the same vector. 

3. Structure should permit compact and efficient statements (e.g. in 

DO loops) in library subroutines using the vector. 

4. Library can be made compatible with the PACER group of executives 

by reserving 2nd element in the vector for a flag. 
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In the choice of variables, it is best to start with just a 

minimum list. Once the program is in use, the adequacy of the vector 

for the job required can be checked. The stream vector is not part of 

the executive and it can be altered, expanded, or even shrunk without 

difficulty by making appropriate changes in the subroutine library. Bear 

in mind, however, that all subroutines should be examined and possibly 

updated if the vector is changed. 

5.5 Conversion Factors for Waste Water Measurements 

If library subroutines are adopted from the Sanitary Engineering 

literature, it is not infrequent that the model will use one measurement 

for a variable, while data will be available in a different one. Rather 

than change the model, it is often easier to convert the data measurements 

to conform with those used in the model. Factors are used for this pur

pose. For example, the biomass in an activated sludge unit might be 

measured in the plant by a COD determination, but the units of biomass in 

a model for the unit may be mg/1. as VSS. To evaluate model parameters 

or test the model, it will be necessary to convert COD measurements to 

VSS. 

Three main types of measurements are used for organic matter in 

wastes: biochemical oxygen demand (BOD), chemical oxygen demand (COD), 

and total organic carbon (TOC). BOD, as you know, is measured by mixing 

a waste sample with clean water whose dissolved oxygen level is known, 

inoculating the mixture with an acclimatized seed bacteria and incubating 

the air tight system for either 5 or 20 days. The BOD is determined from 

the change in the oxygen level of the water. A thorough description of 

t e s t 
(12) 

the method i s given in "Standard Methods" . The t e s t and i t s i n t e r 

p r e t a t i o n a re a l so d iscussed by Eckenfelder and Ford 

COD i s measured by d i g e s t i n g the waste sample wi th an acid and 

ox id iz ing agent for about two hours . The consumption of ox id i z ing agent 

*• •'"Standard Methods for the Examination of Water and Waste 
Water", 12th E d i t i o n , Am. Publ ic Health S e r v i c e , I n c . (New York, 1965) 

^ 1 2 ^Eckenfe lder , W.W. , J r . and Ford, D.L. , "Water P o l l u t i o n 
Con t ro l " , Pemberton Press (Aust in , Texas, 1970) 
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gives the COD of the sample. Total organic carbon can be obtained via a 

special instrument for this.purpose. A waste sample is catalytically 

oxidized at high temperature in an air stream and the amount of C0„ formed 

is measured by an infra red spectrophometer. Details of both tests are 

given in the references above. 

Not all of the biodegradable organic matter of the waste will 

be consumed even after 20 days incubation. The actual biodegradable or

ganic matter is termed the theoretical BOD, while the maximum BOD which 

can be measured in the standard test is called the ultimate BOD (BOD ). 
(12) U 

BOD can be assumed to be 0.9 times the theoretical BOD . A twenty 
u 

day incubation period will often give a good estimate of BOD . The five 

day incubation period BOD (BOD,-) is related by a factor to the ultimate 

BOD, but the factor depends on the rate constant for oxidation in the in

cubation bottle; that is, it depends upon the waste. Figure 5-1 taken 
(13) from Seminar Notes illustrates the waste dependence and shows that 

BOD will measure ammonia nitrogen as well as organic carbon. For raw 
U (12) 

sewage 0.8 < B0D.-/B0D < 0.9, although Eckenfelder and Ford suggest 

0.77 for the ratio. The ratio ranges from 0.5 to 0.6 for secondary eff

luent. 
The factor relating COD to BOD,. (COD/BOD ) will be a function 

of the waste and the treatment it has undergone. Figure 5-2 taken from 
(12) 

Eckenfelder and Ford shows the variation in the factor. The figure 

suggests a factor of 1.5 for raw sewage. Smith proposes the same fac-
(13) (12) 

tor. Other sources suggest the factor is 1.9 and as high as 3.0 

for sewage. Eckenfelder and Ford tabulate data which show 3.2 < COD/BOD, 

< 4.2 for primary effluent (clarifier discharge) and 5.0 < COD/BOD^ < 7.0 

for secondary effluent. This latter range agrees with Figure 5-2. 

TOC is based on carbon rather than oxygen so the COD/TOC factor 

will be greater than one. Smith^ ' suggests the factor is 3.2. Ecken

felder and Ford show data with a range of 3.3 to 4.6 for raw sewage, 3.2 

to 5.8 for primary effluent and 2.0 to 2.6 for secondary effluent. For 

the mixed liquor suspended solids Smith suggests COD/TOC =2.7. The 

(13)"Biological Waste Treatment", Notes for a Technical Seminar, 
University of Waterloo, Waterloo, Ontario (1967) 
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theoretical ratio based on molecular weights of carbon and oxygen is 2.66. 

BOD5/TOC range from 1.3 to 1.9 for sewage according to data 

given by Eckenfelder and Ford. In the same section they quote a study 

by Wuhrman setting the factor <* 1.87. Smith suggests the same value. 
(13) 

Seminar notes^ ' employ 2.23. For primary effluent, 1.0 < BOD /TOC < 1.3, 

while for secondary effluent the range extends from 0.3 to 0.7. 

Volatile suspended solids are another measure of organic sus

pended matter. Smith gives two values for COD/VSS. The value for sewage 

is 1.5 while for mixed liquor suspended solids the ratio is 1.42. Smith 

estimates VSS/TOC from the previous values as 2.1 and 1.9 for sewage and 

the biomass respectively. 

According to limited data given in Design Guides , volatile 

suspended solids account for 85% of the total suspended solids (VSS/TSS = 

0.85). The value used by Smith in his study ' is 75%. Design Guide^1^ 

also indicates 60% of the suspended solids are non biodegradable. 

The BOD of sewage, according to Smith, is 30% dissolved and 70% 

suspended. Smith assumed in his work^ ' that 1/3 of the nitrogen and 

phosphorus occurs in sewage as suspended matter. 

1 1 1 r 
1st STAGE Y=S( I - I0 _ V ) 

(CARBONACEOUS BOD) 

2nd STAGE , 

Y* S n * ( H O ^ 2 * ) 
(NITRIFICATION) 

_L 
0 10 20 30 40 50 60 70 

INCUBATION TIME (days) 

FIGURE 5-1 VARIATION OF MEASURED BOD WITH 
INCUBATION TIME AND WASTE* 

(14) 
"Design Guides for Biological Waste Water Treatment Pro

cesses", Water Pollution Control Research Series, 11010 ESQ, E.P.A. (Wash
ington, D.C., 1971) 

* Taken from reference (14). 
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. , . . Aeration ft Biological 
Row 

Woste 

100 200 
BOD5(mg/i; 

300 345 

FIGURE 5-2. BOD-COD RELATIONSHIP 
** 

Conversion of units will also be necessary for preparing data 

and in writing models. Table. 5-4 gives some of the more useful conver

sion factors for such purposes. 

Taken from reference (12) with the kind permission of the 
publisher. 
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TABLE 5-4. USEFUL 

Measurement in 
Units of 

gallons (U.S.) 

gallons (U.S.) 

gallons (Imp.) 

acres 

gallon per day 
(gpd) 

lbs. 

mg/1. 

mg/1. 

gallons (.U.S.') 

ft.-lbs/sec 

cm/sec 

CONVERSION FACTORS 

X 

(U.S .) 

Multiply by — to 
Convert to 

0.833 

0.134 

0.16 

43,560 

0.00557 

453 

1 

6.24 x 10"5 

0.00379 

0.00182 

30.48 

_ Measurement in 
Units of 

gallons (Imp.) 

cu. ft. 

cu. ft. 

sq. ft. 

cu. ft./hour 

grams 

ppm 

lbs/cu. ft. 

cu. meters 

horse power 

ft/sec. 

Density of Water = 62.4 lbs/cu. ft. 

g = 32.2 ft/sec2 = 980.7 cm/sec 
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6 SEPSIM 

In Chapters 3 and 4 we have examined how an executive program 

handles either simulation or design. Our purpose in this chapter is to 

look into the details of how an executive functions. We will consider 

SEPSIM, the executive to be used in the Workshop. It is a "bare bones" 

executive developed for pedagogic purposes and for relatively simple 

process systems, such as those used in waste treatment. Despite its sim

plicity, SEPSIM is typical of larger and more complex executives. It is 

thus admirably suited for the purpose of this chapter. We will examine 

the organization of an executive, how models in the subroutine library 

are related to specific units in a proposed or existing flow sheet, and 

the procedure for converging iterative calculations. We will also look 

at how information is fed to the program and how certain built-in or 

user initiated execution controls operate. 

However, unless you are interested in the design of simulation 

or design executive programs, you need not study this chapter. It serves 

as an appendix to earlier chapters. 

6.1 Background 

SEPSIM - jShort JSxecutive JProgram for SIMulation - was developed 

in 1969 partially at the University of the Witwatersrand in Johannesburg, 

South Africa, and partially at the National Research Institute of Mathe

matical Science of the South African Council on Scientific and Industrial 

Research by Professor Silveston and Mr. D. P. Laurie. It was intended 

originally for use in courses on process simulation, as well as for use -

by the South African National Institute for Water Research who sponsored 

its development. 

Immediate ancestors of SEPSIM are the PACER executive and an 

untitled design program developed at the Cincinnati Water Research Labora

tory of the U.S. Environmental Protection Agency by Robert Smith. Both 

executives have been briefly discussed in earlier chapters. Smith's 

Executive was at least partially inspired by the same research thesis 

H. Mosler, M.S. Thesis in Chemical Engineering, Purdue 
University, Lafayette, Indiana (1963). 
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which was the source of much of the PACER Executive. 

The problem with the Smith Executive is that it is a design 

program grafted on to a simulation structure. One or more of the outlet 

variables for a process unit are specified and a model in the subroutine 

library is used to calculate equipment size and cost. It is this speci

fication of variables in outlet streams which make the Executive unsuit

able for simulation. The PACER Executive, on the other hand, is a simu

lation program, but it contains a large and cumbersome decomposition 

module and in its early version it contained controls and data input 

provisions which are unnecessary for simple process systems. What we 

have done in SEPSIM is to adapt PACER'8 useful information storage and 

transfer routines. These have been combined with algorithms for handling 

recycle loops and for identifying library models with process units taken 

from Smith's Executive and modified for our use. 

Our objectives in the SEPSIM development were to provide an 

executive which would offer most of the advantages of powerful executives 

such as PACER but one which could be used on a small computer without 

resorting to overlays. Furthermore, we wanted to have an executive which 

would handle all calculations, including the tedious iterative ones, but 

leave the pedagogically instructive task of network analysis to the stu

dent. 

6.2 Organization 

SEPSIM consists of a mainline program and, in the version we con

sider in this chapter, 3 operational subroutines: N0MEN, SELECT and RPRINT. 

The read in of data, manipulation of arrays, organization of calculations 

and convergence testing are handled by the main program. It also calls 

the other subroutines as they are required. 

The N0MEN subroutine was included to permit a variety of names 

to be used for models in the SEPSIM subroutine library. SELECT acts 

solely as a calling program to bring in the proper model subroutine when 

it is required for calculations. The subroutine RPRINT handles all the 

output printing for successful SEPSIM runs. 

Compilers normally require that a subroutine must exist for all 
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subroutines specified in SEPSIM. SELECT contains provision for calling 

up to 50 subroutine. Thus, SEPSIM must include up to 50 dummy sub

routines. These are very brief programs which simply provide for return 

to the calling subroutine. The dummy subroutines are replaced by the 

actual subroutines to be used in a run by a number of methods. 

6.3 Organization of Calculations 

Calculations performed by SEPSIM are controlled by the process 

matrix. This matrix is always part of the input data prepared by the 

user. In principle, therefore, it is the user who decides on the calcu

lation sequence to be used. Figure 6-1 shows a simple recycle system 

which we will consider in this section. The SEPSIM process matrix for 

this system appears immediately below it. We will use this matrix to 

discuss how the SEPSIM mainline program operates. 

SEPSIM PROCESS MATRIX 

K 
1 

2 

2 

1 

-

Equipment 
No. 

1 

2 

3 

4 

5 

Mode 
Name 

MIXER3 

MIXER3 

MIXER3 

MIXER3 

MIXER3 

III 

-

-

1 

2 

1 

2 

4 

5 

8 

Associated 
Streams 

7 2 

6 

-

-

-

. . . 3 

5 

. . . 7 

9 

-

4 

6 

8 

-

FIGURE 6 - 1 . SIMPLE RECYCLE EXAMPLE FOR SEPSIM 
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The index K in the first column of the process matrix numbers 

recycle loops and shows their extent if units in the array are arranged 

to follow forward flow in the process. From Figure 6-1 we see that units 

2 and 3 (joined by streams @ and (£)) form a loop. K = 2 marks the 

start and end of this loop. An outer loop marked by K = 1 embraces units 

1 to 4 (joining streams are (2), (4), (T) and (7)). Units 2 and 3 are 

contained in this outer loop because they appear in the array between 

units which are designated by K = 1. A second index, III is employed to 

indicate those units not contained in any loop (III = 2) or which ter

minate an outermost loop (III = 1). Unit 4 in the Figure 6-1 ends the 

loops so III in the fourth column of the matrix is set equal to 1, while 

unit 5 is outside of any loop so III = 2 for it. 

The status of the calculations during execution are followed by 

a set of internal indicators. These are given and explained in Table 6-1. 

TABLE 6-1. INTERNAL CONTROL INDICATORS IN SEPSIM 

Indicator Explanation 

INDC Number of last calculational loop 
SEPSIM has started to calculate. 
If no loop has been started INDC = 0. 
Note that loops are numbered in 
SEPSIM by K. 

K0UT Position in loop. 
K0UT = 0; no loop is being calculated. 
K0UT =• 1; a loop is active. 
Kf&UT = 2; end of a loop has been 

reached. 

IN Nesting level of a loop. SEPSIM 
allows IN = 10. 

IFLUN(IN) If currently active loop of nesting 
level IN is to be repeated IFLUN(IN) 
= 1. If not, IFLUN(IN) = 0. 

IFLUNK If the outer loop in which the 
currently active loop is nested is 
itself to be repeated IFLUNK = 1. 
If not, IFLUNK = 0. 

LOOP(IN) Identifies loop of nesting level IN. 
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The process units are numbered sequentially and ordered in the 

process matrix following the main flow of information in the network. 

SEPSIM begins its calculation by reading the first row of the 

process matrix. If the first element in the row contains a zero, this 

unit will not be in a recycle loop. The Executive will call the appro

priate subroutine, transfer stream values needed to execute the calcula

tions in the subroutine and transfer the resulting stream values to the 

SN matrix, filling empty rows of this matrix. However, this is not the 

case in Figure 6-1. When a recycle loop is encountered (K / 0) , INDC is 

set equal K, the appropriate subroutine is called and it is executed. 

The stream values obtained are tested for convergence with the vector EPS 

against values in the SN matrix for the output streams. Since they 

normally will not converge for the first iteration, IFLUN(IN) which be

comes IFLUN(l) is set to 1. The flow diagram of SEPSIM, Figure 6-2, 

shows the sequence. Since we are in the first pass in the iterative pro

cedure, the tests shown in the figure send us back to•(B) and another row 

of the process matrix will be read in. Suppose that we have a new loop 

starting at the unit now considered (as in Figure 6-1). The next row 

will contain a value of K / INDC. This indicates a nesting of recycle 

loops and we let LOOP(IN) = INDC. We next reset INDC to the K of the 

new loop and IN is augmented. IN will have the value 2 for the second 

and third row of the process matrix shown in Figure 6-1. Thus, IN 

indicates the nesting order of loops. Next a subroutine will be called 

and executed. Normally, testing of the output stream value will not 

show convergence so IFLUN(2) will be set to 1 and another row of the 

matrix will be called. 

When the last row of the now active inner loop is reached, 

K = INDC and KOUT is incremented to 2. This permits us to return to 

the first terminal of the nested loop. This terminal will be marked by 

INDC = K and is found by scanning the K column starting with row one 

of the process matrix. We now iterate the inner loop until convergence 

is achieved. This is indicated by IFLUN(2) = 0. However, IFLUNK = 

IFLUN(l) is not zero so we set INDC to its previous value and proceed 

with calculating any further process units in the outer or primary loop. 
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QjEGIlT) 

Call N0MEN 
1 

I n i t i a l i z i n g Arrays 
and Read Statements 

Assign Subroutine to each 
Process Unit in Matrix 

Label All Streams Used 
Process Matrix 

I n i t i a l i z e Indicators to Con
t ro l Logical Flow: K » 0, 

INDC - 0, IN «= 1 

I n i t i a l i z e Outerloop Con
vergence Indicator IFLUNK«0 KD 
Initialize Loop Convergence 
and Active Loop Indicators 
IFLUN(IN) = 0, K0UT = 0 

(EndV- Call R Print 
(Print results) 

-Yes 

Transfer Stream Values to 
STRMI, STRM0 Vectors 

Yes 

Read Row of Process Matrix 

-0 

Tests for K ^ 99 
which indicates the 
end of the process 
matrix 

Tests for K ^ 0. If 
K = 0, no new loop 
s t a r t s with th i s unit 

FIGURE 6 - 2 . LOGICAL FLOW DIAGRAM FOR SEPSIM 
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-Yes 

Yes-

INDC = K 

Initialize for Loop Calculations 
L00P(1N) = INDC, IN = IN + 1, 

INDC = K, K0UT = 0 

-Yes. 
^•Should 

-^Previous Loop"* 
be Jtepeated?' 

No 

Set IFLUNK 
» IFLUN(IN-l) 

-No-

Yes 

Increment K̂ >UT 

Cal l SELECT (Call Proper Sub- | 
rout ine for Process & Execute i t ) 

Yes-

Is'cTny ValuS^in 
<STRM0 Vectors to*^ 

Far from Values 
in^SN Vectors? 

Yes 

Tests for K = INDC. 
If K = INDC, the end 
of the active loop 
has been reached. 

Tests for INDC = 0. 

Tests for IFLUNK = 1. 
Outer loop is 
repeated if IFLUNK = 1. 

Tests for K = INDC. 
If K •= INDC, the 
Innermost nested loop 
has been located and 
will be iterated until 
convergence reached. 

Tests for III = 2. If 
III = 2, no loop is 
active and convergence 
tests can be skipped. 

Tests 3rd column for 
DUMMY. 

Convergence test 
using EPS vector 

FIGURE 6-2 (cont'd) 
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1 
IPLUN(IN) » 1 

•^ 
Transfer Stream Variables 
from STRMtf Vectors to SN 

Matrix 

INDC » 0 

I 
Yes 

©— No-

^
revious. 
Loop > No-

Return to 
Previous Loop 

IHDC - L«S0P(1N-1) 
IN «= IN-1 , K0UT » 1 

S 
P o s i t i o n Process F i l e 

a t S t a r t of Loop 

_^-Start o 
Primary L> 

Tests f o r I I I - 2 . 

Test for KlJUT - 2 . 
If 2 i s encountered, 
program i s at end of 
a c t i v e l o o p . 

Tests IFLUN(IN) - 0 . 
If 0 found, a c t i v e 
loop converged. 

Tests IFLUNK = 0. I f 
0 found, outer loop 
converged. 

Test I I I = 1 . I f 1 i s 
found r e c y c l e c a l c u l a 
t i o n s ended. 

Tests f o r I I I - 1 

FIGURE 6-2 (cont'd) 
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The end of this loop is found when K = INDC and we return to the begin

ning of the outer loop. We now iterate on the primary loop, but in each 

cycle through this loop we must converge the inner loops. 

Convergence of the outer loop is indicated by IFLUN(l) = 0. 

When the last unit in this loop indicated by III = 1 is reached we set 

INDC = 0. We now return at fcj in Figure 6-2, initialize all indicators 

and proceed with the calculations by reading in another row of the matrix. 

SEPSIM cannot handle flow sheets where there are interlocking 

recycle loops or where two or more loops terminate or originate at the 

same process unit. These network situations can be handled by intro

ducing fictitious process units or streams to convert the network to 

nested loops. We will discuss this in a latter section. 

The flow diagram you will notice contains a number of "IF" and 

directed "GO TO" statements. These statements lead to a compact, effi

cient program, but they make the program seem much more complicated than 

it really is. Notes on the right hand margin describe how the "IF" and 

directed "GO TO" statements function. 

We have sketched out in the preceding paragraphs the function 

of the Executive in broad terms. It will probably help you to under

stand the function if we show how the network shown in Figure 6-1 is 

handled in SEPSIM. The network consists of a recycle loop containing 4 ' 

process units, totally enclosing a two member loop. In the terminology 

introduced in Chapter 4, this is a second order nested recycle system. 

A single chained unit is appended after the outer recycle loop. The 

process matrix encodes the structure for SEPSIM. The index K numbers 

the loops and shows the end of the network. The III column shows the 

end of the recycle loop portion and indicates chained units. 

SEPSIM begins by reading the input data as suggested in Figure 

6-2. The.values in the first row of the SN matrix will be specified. 

All other rows will contain zero or guessed values. After initializing 

all the indicators, we read in the first row of the Process Matrix and 

transfer rows 1 and 7 from the SN matrix to the STRMI matrix used by the 

subroutine. A value of K = 1 is encountered indicating that we enter 
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a primary recycle loop. The program sets INDC = 1, K0UT = 1 and calls 

subroutine MIXER3 to calculate values for stream \2j> These are stored 

in a STRM0 row and are tested for convergence. Convergence, of course, 

is not obtained since the stream vector in the SN matrix which we compare 

to the STRM0 values contains zeroes or guessed values. The Executive 

therefore sets INFLUN(l) = 1. We return to (?) in Figure 6-2 and read 

in row 2 of the matrix. We now encounter K = 2 so for this row K ^ 

INDC. This indicates to the program that an internal or nested loop has 

been encountered. SEPSIM sets its loop indicators L00P(1) = 1, and 

IN = 2. It also changes INDC to 2 and resets K0UT = 0. The latter 

is subsequently changed to 1. IFLUNK is set to IFLUN(l). Since 

IFLUN(l) = 1, the program now requires that the outer loop calculations 

be repeated after we exit from the inner loop calculations. 

After these operations MIXER3 is called and executed giving 

values to streams {3J and QO* ^ convergence test is run which normally 

will fail in the first pass so IFLUN(2) = 1. We continue to the end of 

the diagram (Figure 6-2) and return to Qi). The next line read contains 

K = 2. Since K = INDC this indicates the end of a loop. This causes 

KlftUT = 2 and we proceed to call and execute MIXER3 once more. Values 

for streams (5j and CSj are obtained. Convergence test will be negative 

usually so IFLUN(2) = 1 as for unit 2. Again this takes us to the 

bottom of Figure 6-2. This time we reposition our process file at the 

second row of the process matrix and begin a first iteration of the 

inner loop. INDC, IN continue to be equal to 2 and we proceed as indi

cated in the above lines. 

Let us assume that after three or four iterations of loop 2 we 

obtain convergence so IFLUN(2) = 0. The nested loop no longer needs 

iterations so INDC, IN and K0UT are reset to one and we return to 

{Cj. SEPSIM now reads line 4 where it encounters K = 1 so again 

K = INDC indicating the end of a loop. K0UT is reset to 2 and we call 

and execute the subroutine MIXER3 to calculate values for streams w ) and 

(jT). Convergence will not be obtained so IFLUN(l) = 1 as before. Since 

IFLUN(l) ̂  0, the process file is now positioned to the beginning of the 

primary loop, that is, unit 1. We return at KM, initialize some indica-



6-11 

tots and we are back where we started. However, at this point we have 

evaluated streams \2) to (8). We now read in the first row again and 

begin to iterate our outer loop. Bear in mind, though, that each time 

we calculate through the outer loop, we must iterate many times through 

the inner loop until the inner loop converges. 

After say 5 or 10 iterations of the outer loop involving perhaps 

a hundred iterations about the inner loop, let us say we achieve conver

gence of both loops. This will be indicated by IFLUN(2) = 0 followed 

by IFLUN(l) = 0 after we complete the outer loop. When this occurs we 

are in line 4 with unit 4. SEPSIM identifies the end of a primary loop 

because III = 1. Since it has converged we set INDC = 0 and return at 

(Cj (The flow diagram simplifies the logic at this point). From (cV we 

initialize our indicators and read in the next line which is line 5. We 

find K = 0, III = 2, so this unit is not inside a loop. We call and 

execute the subroutine M1XER3 for this unit and calculate values for 

stream (IT). This completes the simulation and SEPSIM calls the RPRINT 

subroutine which prints out the simulation results. 

There is one final operation of the executive which needs a 

brief discussion. This is the way in which the appropriate subroutine is 

called for each process unit. The process matrix contains the model name 

as shown in the third column in Figure 6-1. Just after the matrix is 

read in by SEPSIM, the last three alpha numberic characters in the model 

name are compared with the vector NAME established by the N0MEN subrou

tine. Each element in NAME is indexed with an integer J. . When the last 

characters of the model name in the process matrix correspond to an ele

ment in NAME, SEPSIM replaces the subroutine name in the process matrix 

by J. When a new line of the process matrix is called in during calcu

lations, NDX, the index in the subroutine SELECT is set equal to J in 

column 3 of the matrix. The proper subroutine for calculation is brought 

in by a call to the subroutine SELECT(NDX) (see Figure 6-2). 

6.4 N0MEN and SELECT Subroutines 

The purpose of these subroutines in SEPSIM is to permit dif

ferent sets of names to be used for models in the subroutine library 

without rewriting the executive. A change of names requires only changes 



6-12 

in SELECT and N0MEN. 

N0MEN has a simple function. It takes the list of model names, 

splits out the last three characters in the name and stores these in a 

vector NAME(J). This vector is used by the mainline program to set up 

the model calling sequence as we discussed at the end of the previous 

section. A second vector NAME2(J) is also formed from the remainder of 

the model name. This vector is used only when the computer results are 

printed out. 

Although a N0MEN version was used in the Workshop, it has now 

been replaced by a BL0CK DATA statement attached to SELECT in what we 

call the "Standard Version" of SEPSIM. The statement performs the same 

function as N0MEN but uses a different technique. You can refer to 

Appendix A - "User's Manual for SEPSIM" - to see how this is done. To 

use another set of names, a new BL0CK DATA statement must be prepared. 

SELECT consists of a series of CALL statements for the models 

forming the SEPSIM subroutine library. These are selected through a GO 

TO statement controlled through the index NDX. For example, if NDX is 4, 

the subroutine named ACSLD1 will be called. ACSLD1 usually designates a 

model for an activated sludge aerator. As discussed, NDX is set equal to 

J after a line of the process matrix is read in during the calculation 

sequence. It is established then by the process matrix befor SELECT is 

called. After a subroutine has been called and executed, control returns 

to the mainline program from SELECT. 

Names of models can be changed quite simply by replacing the 

CALL statement with statements bearing the new names. 

The presence of CALL statements containing subroutine names 

in SELECT means for most compilers that the subroutines named must be 

included when the program is compiled into machine language. This is 

rather awkward and the normal practice is to put in one line dummy sub

routines for those which will not be used in" a SEPSIM application. A 

typical dummy would be: 
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SUBROUTINE UNAME1 

C THIS IS A DUMMY SUBROUTINE AND MUST BE REPLACED 

C BY A LIBRARY M0DEL WHEN UNAMEl IS USED 

RETURN 

END. 

6.5 RPRINT Subroutine 

The subroutine RPRINT has the single function of printing out 

the results of a simulation or a design run. Splitting this task out 

from the mainline program permits a user to change the print-out without 

substantially altering SEPSIM. The user, if he wishes, can choose the 

information, the print-out format and labeling that he feels is appro

priate to his job.- However, it is not necessary for a user to write his 

own printing subroutine. The RPRINT currently part of SEPSIM prints out 

the compositions and flows in all streams. It also gives the parameters 

associated with all the units in the process and it prints the process 

matrix for the system as well. All entries can be labeled, mostly by 

abbreviations. If the user wishes, the print-out can include a list of 

definitions which interpret the abbreviations. Table 6-2 shows the in

formation printed and its order in the RPRINT subroutine. 

The labeling of the SN vector entries (Table 6-2) is achieved by 

reading in the abbreviation for each of the variables as part of the 

data for each SEPSIM run. The table explaining the abbreviations is 

obtained in the same way. The abbreviations used to label model para

meters or design results, however, are part of the model in the sub

routine library. Although RPRINT permits bypassing most of the labeling, 

this is a poor practice. Labeling is essential if the print-out is to be 

passed on someone who is unfamiliar with SEPSIM or if print-out is re

tained for record purposes. 

As Table 6-2 shows, RPRINT is called by SEPSIM after the last 

row in the process matrix has been executed and all recycle calculations 

have converged. The subroutine, therefore, only functions for success

ful runs. When a run is terminated through faulty data, a message is 

printed out through the mainline program. 
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TABLE 6-2. RPRINT STRUCTURE 

TITLE AND RUN NUMBER 

INPUT PROCESS MATRIX 

Loop No. Eqp't. No. Loop Indicator Input Streams Output 

Streams 

VARIABLE DEFINITIONS 

List prepared by user and submitted as data for each SEPSIM run. 

The list can have no entries or can have any number of entries. 

OUTPUT EQUIPMENT PARAMETERS MATRIX 

Process No. 

For each unit a list containing a 4 character abbreviation for the 

parameter and the value can be printed. If the user wishes to dis

pense with abbreviations, only the parameter values will be printed. 

ADDITIONAL EQUIPMENT PARAMETER MATRIX 

Just values of the parameters are printed for each process unit. 

RESULTS STREAM VARIABLES MATRIX 

Stream No. 

An abbreviation for each variable and its value are printed out for 

each stream in the process matrix. 

6.6 Use of SEPSIM 

You do not need to understand how the Executive operates to 

carry out simulation or design with SEPSIM. If models are available, 

all you need to know is how to form the process matrix and how the input 

data must be structured. We will consider formulating the process mat

rix now. The next sectiop treats input data. Further details are con

tained in Appendix A. 

To illustrate formulation of the process matrix, we will use 

Figure 4-6. This was the flow sheet used as an example for network 

decomposition. Notice that the flow sheet contains chain units, a single 

primary loop and two coupled recycle loops. Coupled loops, unfortunately, 

cannot be handled by SEPSIM's simple logic. Only nested loops can be 

dealt with. 
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The first task in preparing a system for a SEPSIM study is to 

inspect the process flow sheet. The type of recycle loops must be iden

tified. Chain units outside of loops should be noted as well. Where 

coupled loops occur, the flow sheet must be converted to an equivalent 

nested structure. Fortunately, conversion is usually simple. Intro

ducing into the flow sheet "dummy" units which do not change flow or 

composition and "dummy" streams which carry no flow is all that is re

quired. Techniques for obtaining equivalent networks which can be used 

with SEPSIM are discussed in the "User's Manual", Appendix A. 

Suppose in Figure 4-6 we introduce a fictitious splitter in 

stream \6j between units 5 and 6. This unit will be joined to a ficti

tious mixing junction by line (15) which accepts stream [9J from unit 4. 

Figure 6-3 shows the introduction of these units and streams. It is 

equivalent to the system shown in Figure 4-6 because these fictitious 

units change no flows or compositions. To achieve this means that we 

must model the fictitious splitter, unit 9, so that all of stream CbJ 

goes into stream (l4) . Stream (15J contains no flow so stream u.6) = 

stream (9)- What we have accomplished is to convert the coupled loops 

embracing units 2 to 5 into a nested loop containing units 3, 4, 5 and a 

primary loop made up of units 2 to 5, 9 and 10. 

The process matrix for Figure 6-3 appears in Table 6-3. Notice 

that our ordering of the process units prescribes a calculation order: 

unit 1, nested recycle loops embracing units 2 to 10, primary recycle 

loop embracing units 7 and 8, and finally unit 6. Since the branches 

containing units 7 and 8 and unit 6 are chained, the order is not im

portant. Unit 6 could be inserted before 7 and 8. Setting III = 2, 

K = 0 for units 1 and 6 indicates that they are not part of any loop 

and may be calculated directly. K = 1 delineates a primary loop stret- ' 

ching from unit 2 to unit 10. The III = 1 for unit 10 indicates the end 

of this loop. K = 2 now delineates a nested loop, while we can see that 

K = 3 gives the extent of a separate primary loop. We have used a set 

of permissable, but non specific SEPSIM subroutine names for the model 

names in Table 6-3 with the exception of MIXER3 which is the junction 

model name. The first group of associated streams are input streams to 
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the unit, while the second group are output ones. There is no way of 

telling from the matrix that stream 15 is fictitious or that units 9 and 

10 are dummy units. 

TABLE 6-3 SEPSIM PROCESS MATRIX FOR ILLUSTRATIVE EXAMPLE (FIGURE 6-3) 

JC_ 

-
1 

2 

-
2 

-
1 

3 

3 

-

Eaulomnt No. 

1 

2 

3 

4 

5 

9 

10 

7 

8 

6 

Model Nana 

UNAMEO* 

UNAME1 

UMAKE2 

UNAME3 

KLXER3** 

MMER3 

MIXER3 

UNAME4 

UN AMES 

UHAHE6 

m 
2 

0 

0 

0 

0 

0 

1 

0 

1 

2 

Associated Streams 

1 . - - - 2 -

2 15 - - - 3 10 

3 8 - - - 4 -

4 - - - - 5 9 

5 - - . - t> g 

6 - - - - 14 15 

9 15 - - - 16 -

10 13 - - - 11 

11 - - - - 12 13 

14 - - . - 7 -

99 

* UNAMEO, etc. are SEPSIM subroutine name* for arbitrary process units 

** MIXER3 Is the SEPSIM subroutine nana for splitting and nixing Junctions 

6.7 Input Data For SEPSIM 

In common with most executive programs, SEPSIM is designed to 

use general models for process units. These models are adapted to speci

fic units in a simulation or a design through the model parameters. Para

meters for models are placed in an array called the EN matrix in SEPSIM. 

Each unit in the process with the exception of "DUMMY" units is repre

sented by a row in the matrix. The first element in the row. contains the 

number of the process unit as given in the process matrix. The maximum 

"length" of the row, that is, the number of elements is usually 20 so up 

to a maximum of 19 parameters may be used in a model. 

The user must supply as input to the EN matrix the parameters 

necessary for the model to function. These are normally constants or 

exponents in mathematical functions. In a simulation, they would also be 

sizes of equipment, while for design the parameters could be design cri

teria. The EN matrix can also be used to store results calculated by the 

model. For example, in a simulation, the performance of the unit could be 

calculated by a library routine and put into an element of the EN row for 

the unit. The sizes of equipment and/or costs calculated by a design 

subroutine would be stored in the matrix. 
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A second array, the AEN matrix is also available in SEPSIM for 

the somewhat unusual case where a model requires a large number of para

meters. A row in this matrix usually will have 40 elements, the first of 

which is reserved for the unit number. Data tables in which the output is 

tabulated against input are acceptable models for SEPSIM. An example of 

such a table would be settling data obtained in a quiescent column, in which 

suspended solids concentrations are tabulated against time at different 

depths (see Figure 8-16). The AEN matrix thus permits this type of model 

to be used. In the "Standard Version", more than one row can be used for 

the EN vector in place of using the AEN vector. 

The third array in SEPSIM contains the flows and/or compositions 

which characterize all the streams in the process flow sheet. As in the 

case of the other arrays referred to above, we use the PACER names. Thus, 

we call the array containing stream information the SN matrix. In this mat

rix, each row corresponds to a stream in the flow sheet. The first element 

in the row contains the number of the stream which appears in the process 

matrix. Fictitious streams used to rearrange the flow sheet into nested 

recycle loops must be included. Most current versions of SEPSIM permit the 

"length" of the SN row to be 25 elements. Consequently, up to 24 properties 

may be used to characterize each stream. Properties such as density, or 

heat capacity can be used along with flow or composition. 

Information which must be fed as input data into the SN matrix 

are the properties of all the feed streams entering the process. Other 

rows can be left blank in the input data, although it is often a good 

practice to enter guessed values. Convergence of the recycle calculation 

can be significantly speeded up in this way. 

Data provided for a run must be exactly organized. "User's 

Manual for SEPSIM" discusses input data formulation thoroughly, so we will 

just suggest in this section the structure used by reproducing as Table 6-4 

a table from the Manual which shows the organization of the input data deck 

for a run using the "WATFIV Version" of SEPSIM. The maximum number of 

cards indicated in groups 4 and 5 in the table depend on the dimensions of 

the EN and SN matrices. Data organization differs slightly in the 

"Standard Version" of SEPSIM. 
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TABLE 6-4. DATA FORMAT FOR SEPSIM (WATFIV VERSION) 

1. One card - title in columns 1-72 

2. One card - 15 - 4 character names of stream vector parameters. 
Punched with no spaces between names in format 15 A 4. 

3. One card - dimension and control parameters in format 8 1 3 and 
in the same order as in Table 7. 

4. Card group - row of SN matrix in format 8 F 10.3 or 8 E 10.3. 
Rows are required for all streams with known initial values. 
A row may consist of up to 4 cards. A row with zero components 
is used to indicate end of the stream input. 

5. Card group - row of EN matrix in the same format as above. Rows 
are required for all process units and a row may consist of 3 
cards. The input is ended as above. 

6. Card group - row of AEN matrix. Format, repetition, end as above. 

7. Card group - EPS vector in 8 F 10.3 or 8 E 10.3 format. No end 
cards required. 

8. Card group - process matrix. Read in as K, NE, subroutine name, 
III, numbers of 5 input streams, numbers of 5 output streams. 
Format 214, 2X, 2A3, 1114 - the subroutine name needs at least 
4 alphanumeric characters and must be right-adjusted. 

9. End of file card - 99 in format 14. 

10. One card - number of definitions to be printed. Must be 
an integer. 

11. Card group - definitions of abbreviations and names punched one 
per card in columns 1-60. 

6.8 User Chosen Control Parameters In SEPSIM 

There are three groups of control parameters which must be 

specified by the user to execute a SEPSIM run. The first group delineates 

the actual storage space used and controls the reading in of data and the 

printing out of computed results. Members of this group are: 

NELMAX - Length of the longest equipment vector. (<20) 

NEMAX - Highest equipment number used. (<20) 

NSLMAX - Length of stream vector. (<25) 

NSMAX - Highest stream number used. (<75) 
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NQAEN - Length of AEN vector. (<40) 

The parentheses show the maximum length of the vectors permitted by the 

current SEPSIM versions. 

In the strictest sense the control parameters are not chosen by 

the user. They are determined by the system under examination, the infor

mation vector used, and the models employed. For example, NELMAX is 

determined by the model which uses the largest number of parameters. 

Suppose UNAMEl, the model for unit number 2 in Table 6-3, requires 5 

parameters such as constants, equipment dimensions, etc., and calculates 

as the result of a run two additional numbers, such as a percent removal 

and an operating temperature. UNAME3, however, makes use of or calculates 

just a total of 5 parameters and the other UNAME and MIXER3 models involve 

just 3 parameters-. The UNAMEl model therefore utilizes the "longest" EN 

row and it determines NELMAX. NELMAX would be seven plus one or eight 

because the unit number is part of the vector. If we tried to run a case 

with NELMAX = 6, the last two elements of the EN row for unit 2 would not 

be read in to the computer, nor would there be any print-out from these 

positions even though the UNAMEl subroutine could calculate and store 

numbers in those positions. With the proper value of 8 for NELMAX, the 

EN row for unit 5 which uses a 3 parameter MIXER3 model would contain 

numbers in the first 4 elements, but the remaining 4 would be blank. 

The NEMAX parameter controls the number of rows of the EN mat

rix. Since each unit uses a row in the matrix, if units are numbered 

continuously from one on, the highest number gives the number of rows and 

will be NEMAX. 

NSLMAX specifies the number of columns in the SN matrix, while 

NSMAX sets the number of rows. Like NEMAX, it is assumed that the streams 

are numbered continuously. If this practice is followed, the highest 

stream number is the number of rows in the SN matrix and will be NSMAX. 

The parameters NELMAX and NSLMAX indicate how many computer 

cards are needed for each row in both the EN and SN matrices. You will 

see in Table 6-4 that data are entered into these matrices through an 

8E10.3 or 8F10.3 format. This means each entry can take up to 10 digits 
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and each card contains 8 entries. If NELMAX is set at 8, then a row of 

the EN matrix will fit on one card. 

The second group of control parameters has just one member, 

KSETS. It is used to control print-out from the models in the sub

routine library as a tool for "debugging" SEPSIM runs which fail in exe

cution, KSETS has just two values: zero or unity. If a value of unity 

is assigned, messages encoded in a model subroutine will be printed when 

the subroutine is executed. A zero assignment suppresses printing. 

The third control parameter group in SEPSIM also has just one 

member, the EPS vector. Accuracy of the calculations on one hand and 

execution time on the other are controlled by this vector. On each pass 

through an iterative calculation of output streams from a unit, SEPSIM 

calculates the fractional change of each variable in the stream vector 

from its previous value. The absolute value of this fractional change is 

compared with values in the EPS vector for each variable. If all frac

tional changes are less than corresponding values in the vector, conver

gence has occurred. 

Usually "coarse" values such as 0.05 are used in early runs 

while the simulation or design is under study. This means convergence 

can be obtained after just a few iterative passes and execution time is 

kept short. Once "debugging" and sensitivity studies are over and higher 

accuracy is needed, values in the EPS vector may be reduced to 0.005 or 

0.001. It is not necessary to use the same value in all elements of the 

EPS vector, but this is frequently done. 

6.9 Subroutine Library and Subroutine Names 

A subroutine library, as we have used the term in Chapters 2 

and 3, refers to a collection of mathematical models for the units in a 

process. These models are compatible with a particular executive program. 

Thus, the SEPSIM subroutine library is a collection of models which can be 

used with SEPSIM. A small library of about 6 models is currently avai-

(2) 
lable at the University of Waterloo . A much larger library specifi
cally for waste treatment processes was developed for the PACER execu-

m 
S i l v e s t o n , P . L . , "Simulat ion of the Mean Performance of Muni

c i p a l Waste Treatment P l a n t s " , Water Research, £ , 1101 (1972). 
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(3) 
tive . Only part of this package has been rewritten for SEPSIM. A 

waste treatment subroutine library written for the GEMCS executive is 
(4) 

described by Hoffman et al. in a paper to appear soon . An extensive 

library is also able for the E.P.A. preliminary design executive . As 

we mentioned earlier the library, normally, is not part of an executive. 

Model subroutines are added to the executives as required for either de

sign or simulation. 

Because of the structure of the N0MEN and SELECT subroutines, 

names of the model subroutine in the SEPSIM library must conform with the 

list of names contained in these subroutines. The list is given in Table 

6-5. Although it is possible to substitute different names, this involves 

modifying subroutines and we will not do this in the Workshop. The names 

in the table are appropriate for a wide variety of waste treatment pro

cesses, while the UNAME title can be used to cover other types of models. 

This restriction, therefore, should not be a problem. 

(3") 
v 'Silveston, P.L., "Digital Computer Simulation of Waste Treat

ment Plants Using the WATCRAP-PACER System", Water Pollution Control ji9, 
686 (1970). 

^ 'Hoffman, T.W., Woods, D.R., Murphy, K.L. and Norman, J.D., 
"The Strategy and an Example of Simulation as Applied to a Petroleum 
Refinery Waste Treatment Process", J.W.P.C.F., accepted for publication. 

^ 'Smith, R., Eilers, R.G., Hall, E.D., "Executive Digital 
Computer Program for Preliminary Design of Waste Water Treatment Systems", 
Water Pollution Control Series WP-20-14, F.W.P.C.A., U.S.D.I. (Washing
ton, D.C.), 1968) 
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TABLE 6-5. CURRENT SEPSIM SUBROUTINE NAMES 

Subroutine 
Name 

MIXER 3 

PRISTL 

TRFLTR 

ACSLD1 

ACSLD2 

DIGSTR 

CHLOR 

SECSET 

BFLTER 

VACFL 

MECFIL 

DRYER 

THICK 

WASHR 

XFLOT 

BIOXP 

COAG 

XFLOC 

PHCONT 

ADSORP 

DIALS 

Suggested 
Use 

Junction or Splitter 

Primary Clarifier 

Trickling Filter 

Activated Sludge Reactor 

Sludge Holding Vessel 

Digester 

Chlorinator 

Secondary Clarifier 

Sand Filter 

Vacuum Filter 

Mechanical Filter 

Dryer 

Thickener 

Elutriator 

Flotation Tank 

Oxidation Pond 

Coagulation Contactor 

Flocculation Contactor 

CO Absorber 

Adsorption Column 

Dialysis or Electro-
dialysis Unit 

Subroutine 
Name 

STRIP 

XCHAN 

XCIN 

XTRANS 

DSTIL1 

FLASH 

XTRAC2 

CRYST 

BL0W2 

C00L4' 

REACT1 

UNAMEO 

UNAME1 

UNAME2 

UNAME3 

UNAME4 

UNAME5 

UNAME6 

UNAME7 

UNAME8 

UNAME9 

Suggested 
Use 

Ammonia Stripper 

Ion Exchanger 

Incinerator 

Reverse Osmosts 

Distillation 

Flash Distillation 

Extraction 

Crystallization 

Compression 

Heat Exchange 

Reactor 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 
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7 DEVELOPING A MODEL LIBRARY 

The success of a plant simulation or of a design rests upon the 

adequacy of the models used. If an executive program is employed, the 

executive may make the task easy or perhaps difficult for the user. It 

can be thrifty in its demand on the central processor and the storage 

capacity of the computer or it can be wasteful. Nonetheless, an execu

tive will deliver a simulation or a design. If the models are not cor

rect, however, the design or simulation will be useless. The preparation 

of satisfactory models lies at the heart of simulation and computer-aided 

design. 

The object of this chapter is to introduce you to the "art" of 

model development. We will consider what modelling is, classes of models 

and how they are formulated. Special requirements imposed on modelling 

by the SEPSIM executive will be dealt with and we will end the chapter by 

proposing a modelling procedure. 

We have intentionally avoided mathematical formulations wherever 

possible. If you find the treatment too elementary, there are a number of 

excellent textbooks dealing specifically with the construction of models 
•. (1,2,3) 

tor process units and systems . 

7.1 What Is Modelling? 

Models extend from miniature replicas of a process unit to 

groups of mathematical statements. Here we are concerned only with mathe

matical models. For these models, modelling is the operation of conver

ting physical observations, concepts, or verbal statements into sets of 

mathematical statements. Sometimes this is elementary because the verbal 

statements are in mathematical form. Consider, for example, the type of 

description which arises in transportation problems. Daily cost of opera-

'Himmelblau, D.M. and Bischoff, K.B., "Process Analysis and 
Simulation", John Wiley (New York, 1968) 

(2) 
'Himmelblau, D.M., "Process Analysis by Statistical Methods", 

John Wiley (New York, 1970) 
(3) 
'Smith, C.L., Pike, R.W. and Murrill, P.W., "Formulation and 

Optimization of Mathematical Models", International Textbook Co. (Scranton, 
Pennsylvania, 1970) 
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ting a delivery truck consists of fuel at 50c/gallon with a usage of 20 

miles per gallon, wages and benefits for a driver of $24/day, and a dis

tributed maintenance cost of $3/day and lc/mile. The daily cost may be 

written without hesitation as 

C = 0.50 (X/20) + 24 + 3 + .OlX = .035X + 27 (7-1) 

with X as miles travelled per day. The equation is a simple mathemati

cal model describing the daily cost of a delivery truck. 

Models can be more than just equality statements, such as eqn. 

(7-1), although most of the models we will use in the workshop have this 

form. Inequality statements do arise, usually in the form of a restraint 

on one of the variables. Restraints are frequently expressed in a form 

which is tantamount to a mathematical statement. For the elementary case 

of the delivery truck cost, the restraint might be that the maximum daily 

mileage for the truck is 200 miles. This may be written as 

X ^ 200 (7-2) 

If our model is in the form of a differential equation, boundary 

or initial conditions will be part of the model. These conditions are 

often algebraic equality statement. Occasionally, they too can be readily 

deduced from verbal statements. 

There are cases, on the other hand, when the concepts or verbal 

statements cannot be converted easily or without introducing additional 

information. For example, a chlorinator in a sewage plant may be des

cribed as a section of pipe in which chlorine gas is mixed with liquid 

secondary effluent leaving a header. After mixing, the stream flows into 

a tank, emerging midway between walls of the tank and two thirds of the 

distance from the tank bottom. The liquid in the tank circulates slowly 

before overflowing into the outfall. A 4" o.d. cast iron pipe is used 

and the gas enters through a nozzle located midway in the pipe. Only a•• • 

faint chlorine odor is evident above the tank. Now a model for the chlo

rinator cannot be written even though the description is fairly detailed. 

One needs to introduce the reactions of chlorine in water, knowledge of 

its disinfection action, flow rates, concentrations and temperature changes, 
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and the like before the model can be formulated (see Chapter 12). 

There are few theoretical concepts involved in most modelling 

except mathematical ones which are necessary when models contain dif

ferential or integral equations. The modelling activity depends on 

stating concepts unambiguously, understanding of physical laws, broad 

background in physics and chemistry and, in fairness, some physical intui

tion. Experience is important. 

7.2 Model Classification 

Models can be grouped according to various but overlapping 

characteristics set forth in Table 7-1. 

TABLE 7-1. MODES OF CLASSIFICATION 

1. 

2. 

3. 

• . 

S. 

6. 

Treatment of Time 

- Transient 

- Steady-State 

Character of Physical Knowledge 

- Deterministic 

- Probabilistic 

- Statistical 

- Mixed 

Level of Internal Detail 

- Microscopic (but excluding 
Molecular level) 

- Simplified (Averaged) 
Microscopic 

- Macroscopic 

Discreteness of Variables 

- Lumped Parameter 

- Distributed Parameter 

Structure of Relationships 

- Linear 

- Ron-linear 

Mathematical Description 

- (See Figure 7-1 ) 
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The first classification in the table is a simple one. Models 

which allow time to be an independent variable are transient, whereas 

those which do not are classed as steady state. As time goes to infinity, 

transient models should give the same behaviour as steady state ones, un

less the inputs or boundary conditions vary with time. Transient models 

are often referred to as dynamic or unsteady state models. 

Design and simulation models used for waste treatment have been 

exclusively steady state until just recently. Transient models are being 

developed for waste treatment process as interest in starting up biologi

cal reactors, process control and system stability continues to grow. 

Perhaps the most consequential choice of model class is between 

deterministic, probabilistic and statistical models. The equation for 

pressure drop when a fluid flows through a pipe is an example of a deter

ministic model. Models which are formulated on the bases of heat, mass 

and momentum balances or through physical relationships are usually deter

ministic. Probabilistic or statistical models in contrast are charac

terized by uncertainty. The variables or parameters of the model or its 

boundary conditions are not precisely known. The model may contain para

meters which include a random contribution or which may be described by a 

frequency distribution. In statistical models, parameters uncertainty is 

expressed by a probability. For example, the value of y is (a - b) with 

95 percent probability, meaning that in the long run the value of y will 

be greater than (a + b) or less than (a - b) just 5 percent of the time. 

Probabilistic models are becoming more popular. Although they are more 

difficult to develop and to use, they have the advantage that they provide 

a measure of the confidence we may place on the behaviour shown by the 

model. Probabilistic models make use of balance and physical relations. 

Statistical models, on the other hand, do not make use of these relations. 

Statistical models are often polynomials but they may assume any alge

braic form. They may be looked on as compact representation of data which 

in turn represent the behaviour of the component modelled. Some form of 

regression analysis will always be the source of statistical models. 

In practice we often use mixed models. The structure of the \ 

model is deterministic, but because of simplifications or an incomplete 
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fundamental description, the parameters of the model must be fitted by 

statistical methods employing experimental data. 

By level of internal detail, we mean whether we take into 

account in formulating a model spatial variation of a variable within a 

piece of equipment, say a tank, or whether we simplify the picture by 

taking into account only some of the variation or ultimately simplify it 

by neglecting all variation and assigning an average value to the variable 

in the equipment. The first mentioned approach yields a microscopic model. 

As an example, consider an activated carbon adsorption column such as is 

now under study as a tertiary treatment technique. A microscopic model 

would employ expressions for what happens at a point in the column. It 

would allow for flow around particles in the column, mass transfer of 

organic matter to the surface of individual carbon particles, and for the 

rate of adsorption inside the particle. For most process units we do not 

have sufficient information to construct a microscopic model. They are 

not encountered in waste treatment. 

If we must deal with continuously changing variables, micro

scopic models are frequently simplified by averaging some of the spatial 

variations. This provides a class of useful models which are referred to 

in Table 7-1 as simplified microscopic models. We will encounter this 

class in Chapter 9 when we model a conventional activated sludge unit in 

which the substrate and the biomass concentrations change continuously 

down the tank. Both microscopic and simplified models are distributed 

parameter models. This is a classification which simply says one of the 

variables is changing along at least one of the coordinate directions. 

The bulk of the models used in describing waste treatment pro

cess units are macroscopic. Consequently, this is the model we will 

encounter most frequently in subsequent chapters. A variable is either 

assumed to have no spatial variation in a macroscopic model or we assume 

the behaviour is adequately represented by using a spatial average for 

the variable. A completely stirred tank exemplifies a unit in which con

centration or indeed any property is uniform throughout. 

Just as a "distributed parameter model" refers to a mathematical 

description in which variables vary spatially, its converse, a "lumped 



7-6 

parameter model", refers to a description where there is no spatial varia

tion. Macroscopic models, therefore, are all "lumped parameter models". 

We are interested in distinguishing between linear and non

linear models simply because linear models are much easier to manipulate. 

Many models are nonlinear. The widely used Monod equation (see 

Chapter 9) which relates the rate of cell growth (R ) to the concentra-
A 

tions of cells (X) and of substrate (S), 

D U S X 

*X ~ k~T! <7"3) 
m 

is a good example of a nonlinear model. A plot of R vs. S is para-
A 

bolic. Furthermore X may vary as well as S. 

The last classification in Table 7-1 is a mathematical one 

employing the class of equations which arise in forming the model' . 

Mathematical classes are shown in Figure 7-1 and the related classifica

tions according to Table 7-1 are shown in parentheses in the figure. 

Mathematical Model 

Algebraic Equations 
(steady tiate. 

tumped parameter) 

Deterministic 

I 
Integral Equation! 

(continuous change*) 

Partial Differential Equations 

Steady State Nonstcady State 
(distributed . (distributed 
parameter) parameter) 

Differential Equations 
(continuous chanfe*) 

I 
Ordinary Differential Equations 

Steady State 
(one distributed 

parameter) 

Nomteady State 
(lumped 

parameter) 

P r o b a b i l i s t i c 

Difference Equations 
(finite changes, 

steady state) 

One-Dimensional 
Difference Equation 

(one-dimensional 
connection of 

lumped-parameter 
subsystems) 

Multidimensional 
Difference Equation 

(more than onc-
dimciuiooal connection 
of lumped-parameter 

subsystems) 

Difference-Differential Equations 
(any type of connection of lumped-

or distributed-parametcr steady-
or nonsteady-state subsystems) 

FIGURE 7-1. CLASSIFICATION BASED ON MATHEMATICAL STRUCTURE 

"Figure adapted from Reference (2) with the kind permission 
of the publisher. 
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The choice of a model class for a unit will depend upon the 

information available. If conditions in the unit change with time, the 

model must fall in the transient class. If we know that continuous 

variations occur along one coordinate, the model must be of the distri

buted parameter type. Once the information needed for modelling is 

assembled, the first task in formulating a model is to select the class. 

There is little point in choosing a class which will require more infor

mation than is readily available. 

The complexity of a model and the ease with which it can be 

used depends upon a model's class. This is an important consideration. 

It is difficult to illustrate with waste treatment models because they 

are mostly in the macroscopic/lumped parameter class. We will consider a 

case from chemical reactor design instead. Consider a reaction of the 

type A -• B with a heat of reaction &R occuring in a fluid following 

through a tube (tubular reactor). Both temperature (T) and the concen

tration (c) of A vary spatially in the tube. The velocity v varies 

radially. In the figure that follows, D is a dispersion coefficient, 

k is a conductivity, r and z represent the radial and axial coordi

nates. U and P, S are associated with heat transfer. 

The left top hand drawing in Figure 7-2 represents the physical 

phenomena which would be included in a microscopic model of the reactor 

(velocity, concentration and temperature profiles, axial and radial dis

persion of heat and the chemical species). The microscopic model itself 

is shown to the right. It consists of two second order partial differen

tial equations coupled through the rate of reaction R which itself is 

nonlinear [R = f(c)e ]. There are eight boundary conditions. 

No exact analytical solution exists so the model must be expressed in this 

way. The output concentration of A can be obtained only by integrating 

the two simultaneous partial differential equations; a formidable task! 

The middle drawing represents a simplification whereby the 

radial variations are neglected. The model, to the right, is now reduced 

to two second order ordinary differential equations still coupled by a 

nonlinear rate term. Only four boundary conditions are required. Output 

and input can be related only by integration; but integration is consi-
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derably easier to perform. 

The bottom left-hand drawing now represents the ultimate simp

lification - all internal variations are ignored. We have now a lumped 

parameter system. The model consists of two simultaneous algebraic equa

tions. In some special cases these can be solved to give analytical re

lations relating the output (of species A, say) to the input. The model 

is of course very much easier to manipulate than the two just discussed. 

In many waste treatment applications the lumped parameter model 

will be adequate. It is questionable, given the uncertainties 

associated with the kinetics, cell yields, cell lysis in the activated 

sludge process, whether a distributed parameter model which requires inte

gration is worth the effort when a lumped parameter model could be ade

quate. Generalizing, you should choose in modeling the class which results 

in the simplest model which meets the purposes of the design or simulation 

undertaking. 

We now turn our attention to formulating models. We will consi

der each of the classes in Table 7-1 important for waste treatment units. 

7.3 Mixing Model 

A model will be developed for a sludge elutriator to illustrate 

the formulation of perhaps the simplest type of deterministic, lumped 

parameter model. 

Elutriation is used to reduce the alkalinity of a digested sludge 

in order to reduce the chemicals required for the subsequent sludge dewa-

tering. It is a simple process; water (often treatment plant effluent) 

is mixed with the sludge to dilute the liquid phase. The sludge is then 

allowed to settle and the liquid phase is decanted. The alkalinity of the 

sludge or rather the liquid remaining in the sludge is thereby reduced. 

Figure 7-3 illustrates the continuous process. 

We note that alkalinity A .., in mg/1. is neither created nor 

destroyed in the process. Thus alkalinity entering must leave, so: 

(AAlk> Qo + (AAlk) Qw * <AAlk> % + < W Qu ^ 
o w e u 
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Was* Water 

Mixer Effluent Qe 

Elutrioted Sludge 
Q-* , 

(AA IK) U 

FIGURE 7-3. SCHEMATIC DIAGRAM OF A SLUDGE ELUTRIATOR 

Replacing Q and noting that if the sludge and water are thoroughly 

mixed the alkalinity concentration remaining in the sludge must be the 

same as in the decanted supernatant. So (AA1.)
 = (A ,, ) and 
e u 

% ( ( W + rE(AAlk> ) = < W (Qe + V <7"5> 
o w e 

where r i s the r a t i o of wash water (mgd) to sludge volume (mgd). A 

water balance 

Q + Q = Q (1 + O = Q + Q x o \i x o v E e u 
(7-6) 

was also used to obtain eqn. (7-5). Normally a fraction of the sludge 

solids (f,,) will be lost to the wash water. By definition, 
E 

£E S l 

Q M u u 
Q M 
o o 

(7-7) 

Also the sludge after settling may have a different consistency. 

M 
yE - M 

(7-8) 

defines a factor relating sludge concentration before and after elutria-
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tion. 

With the definitions of eqns. (7-7) and (7-8), we can find 

Q - the sludge flow after elutriation: 

1 " fE 
Q.. = —r-* (7-9) 

'E 
u yT 

What we wish to model is the reduction of sludge alkalinity. 

Consequently we want the alkalinity in the washed sludge as a function of 

the initial alkalinity and r . Equation (7-5) can be solved, using 
r, 

(We
 = (AAlk>u'

 t0 8ive 

(AAlk> + rE (AAlk) 
(A ) - 2 « (7.10) 

1 + r 

If we are interested in the suspended solids, M , in the wash 

liquor, it can be found from a sludge solids balance and is 

The flow of sludge is given by eqn. (7-9}, while the superna

tant flow is 

(1 " fp) 

% = % ( 1 + r E " — T " 5 " > (7"12> 

The set of equations (7-9) to (7^2) provide a complete model 

for the continuous operation of an elutriator. Figure 7-4 is a FORTRAN 

version of the model. 

Simple models of this class (lumped parameter) can be written for 

all process units in a sewage plant. They provide a first level of appro

ximation. They are usually easy to manipulate because output is frequent

ly a simple algebraic function of the input. 
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C IN THIS DEMONSTRATION ALKO = ALKALINITY OF DIGESTED 
C SLUDGE, ALKW = ALKALINITY CF WASH WATER, ALKU = 
C ALKAL. OF ELUTRIATED SLUDGE, RE = 
C VOLUME RATIO OF WASH WATEK TO SLUDGE, QO 
C = SLUDGE FLOW RATE, QU = ELUTRIATED SLUDGE 
C FLOW RATE, KMO = SLUDGE CCNC*N, XME = SCL1DS CONC'N 
C IN OVERFLOW, YE = THICKENING RATIO, FE = FRACTION OF 
C SLUDGE SOLIDS LOST IN WASHING 
C 

READ 1, RE, YE, FE, 
1 FORMAT (3F 5.3) 

READ 2, ALKO, ALKW, 00, XMC 
2 FORMAT (4F W.3 ) 

C 
C CALCULATE ALKALINITY OF ELETRIATED SLUDGE 

ALKU = (ALKO • RE * ALKW) / (1.0+RE) 
C 
C CALCULATE ELUTRIATED SLUDGE 
C FLOW RATE 

QU = QO * (1.0-FE)/YE 
C 
C CALCULATE EFFLUENT WASH WATER RATE 

QE = QO * (1.0+RE) - QU 
C 
C CALCULATE SOLIDS IN WASH 

XME = ( YE * FE *XMC ) / (YE*( 1.0+RE >+FE-l.0) 
C 

PRINT 3, QU, QE, ALKU, XME 
3 FORMAT (4F 20.3) 

END 

FIGURE 7-4. FORTRAN ELUTRIATOR MODEL 

7.4 Macroscopic-Lumped Parameter Models 

In this class of model, we are interested only in overall beha

viour, not with internal detail. 

A blower is an example of a process unit well represented by 

this model. Figure 7-5 is a schematic drawing of a blower installation. 

The blower is driven by a motor which supplies energy through a variable 

speed transmission. The blower has an adiabatic efficiency, TI> and an 

overall efficiency including the motor, f] . The blower jacket is not 

cooled. 

Gas flow and pressure delivered by a blower depend upon shaft 

angular velocity (rpm), power delivered by motor W, inlet pressure and 

temperature. These are then the independent variables describing blower 
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FIGURE 7-5. AIR BLOWER AND DRIVE SYSTEM 

operation. Notice that we cannot formulate a model directly from the 

description in the previous paragraph or the diagram. We must introduce 

some elementary thermodynamics. Shaft work per unit time in a flow pro

cess is 

w " I. Q dp (7-13) 

p. are upstream and downstream where Q = volumetric flow, and p. and 

pressure respectively. Blowers operate over a small pressure change so 

we can take Q to be independent of p. Integration of the above equa

tion gives the power required to achieve a pressure p for an air flow 

at the inlet of Q cfm and a pressure of p.. in psia: 

W 
4.36 x 10"3 (p2 - p ^ Q 

\ 

(7-14) 

W is horsepower allowing for the mechanical efficiency 7] . 

The effect of shaft speed on performance may be found from the 

aerodynamics of rotary machinery. If (p2) , QQ represent the pressure 

developed at a standard flow rate for the design shaft speed ^Q, then 

theory says that 
Q/Q, 

uo. 
(7-15) 
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and 
P?/(Po) = (JS->) (7-16) 

If the motor used has a fixed power delivery, the effect of changing rpm 

is 229 T) W •-

"2 = (P1 + ~T~) ( ̂  (7"1?) 
xo o 

and 

229 T| W 

o 

The temperature rise of the air may be calculated by assuming 

the gas is compressible in the blower and adding heat generated by the 

irreversibilities in the blower casing. Thus, 

k-1 

T = T /-JU k + C1 : U).. w (7-19) 
T2 H \> +

 pc p Q
 U ^ 

where p and c are the i n l e t gas d e n s i t y and s p e c i f i c h e a t . 

What we have w i th t h e s e e q u a t i o n s are a s e t of e x p l i c i t equa

t i o n s which g i v e the output of the d e v i c e as a f u n c t i o n of the inputs and 

the d e s i g n parameters . This i s t y p i c a l f o r lumped parameter models and 

e x p l a i n s , of c o u r s e , why they are w i d e l y used f o r s i m u l a t i o n and d e s i g n . 

F igure 7-6 i s a computer program for the blower model . 

C FOR THIS EXAMPLE W=WORK OF BLOWER 
C IN HP, Q=CAS FLOW IN CFM, P=PHES 
C SURE IN P S I A , £TA=ADIABATIC E F F . f 

C ETAT= OVERALL E F F . WNEGA= SHAFT 
C RPM. A VARIABLE ENDING IN C MEANS 
C THE VARIABLE REPRESENTS THF DESIGN 
C CONDITION. A VARIABLE ENDING IN I 
C I S AN INLET CONDITION 
C 

READ l , P 2 0 , P I , Q O , T I , X K , E T A , F T A T f 

WMEGAO,RUOI,CPI 
C 
C CALCULATE HORSEPOWER OF BLCWER 

W = 4 . 3 6 E - 0 3 * ( P 2 0 - P I )*0O/ETAT 
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C 

c 

c 
c 
c 

CALCULATE TEMP. OF ATR AFTEB BLOW 
ER 
T2=TI*< P20/PI )**(< XK-l.O )/XK ) • (( 
l.O-ETA )*W )/(RHCI*CPI*QC ) 

CALCULATE EFFECT OF CHANGING SHAFT 
SPEEC 
READ 2, WMEGA 
P2=< PI+< 229*0*ETAT*W/QO ) )*(WMEGA/ 
WMEGAO )**2. 
Q=<229.*ETAT*W/(P2/-Pl> )*C WMEGA/ 
WMEGAO ) 

PRIN13* W,T2,P2,Q 
1 FORMAT ( 10F10.3) 
2 FORMATC1F10.3) 
3 FORMAT!4F1S.3 ) 

END 

FIGURE 7-6. FIGURE BLOWER MODEL 

7.5 Distributed Parameter-Simplified Macroscopic Model 

Two separate steps normally encountered in model formulation 

were illustrated by the two previous examples. In the first example we 

formulated the model by writing material balances, while in the second 

just physical laws (eqns. (7-13), (7-15) and (7-16)) were used. In many 

cases, both steps must be used. This is always the case for distributed 

parameter models. Employing balances and physical laws for distributed 

parameter models imposes a special requirement. Since the variables are 

not spatially constant, physical laws must be written for a point in 

space and balances must be made over differential zones or volumes. 

Let us briefly review model formulation. Two choices are open 

for balances. The first is to choose an appropriate control zone (2 

dimensional cases) or volume (3 dimensional cases) and write balances of 

the form 

/Net ^ 
I accumulation 
A in system 
I volume 

'Net 
transport 
in through 
system surface] 

rNet *\ 
generation 
in system 
volume 

Net transport 
out through 
system 
surface 

(7-20) 

Net 
consumption 
in system 
volume 
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If we have a one or two dimensional system (this happens when the vari

ables vary in one or two coordinate directions), a boundary is used 

instead of a surface and a zone is used instead of a volume in the above 

equation. Physical laws are introduced either into the balance and re

place any of the terms on the right hand side or they are included as 

separate relations. Balances may be on molecular species (ammonia) or 

identifiable components (BOD,), mass (suspended solids), force (momentum), 

or energy. Each balance in a distributed parameter model yields an ordi

nary or partial differential equation. 

The second choice is to use detailed general balances available 

in the literature and simplify these until they accord to the physical 

conditions of the unit being modelled and meet the modeling objectives. 

This alternate route is probably less satisfactory for the mathematically 

unsophisticated models normally used for waste treatment. 

With either procedure, the next step is to devise the boundary 

conditions for the set of differential equations obtained from balancing. 

Boundary conditions for many process units may be deduced .directly from 

descriptions of the unit and reflect statements that a variable must have 

a fixed value at a boundary, or the rate of transport is fixed or that 

planes of symmetry exist. Boundary conditions are difficult to formulate 

only when the phenomena are complex or when they are difficult to state 
i 

verbally. Ordinarily, we will need / °j boundary conditions for each 

j=l 

differential equation where 0. is the order of the derivative for the 
th J 

j independent variable of that equation and & is the number of vari

ables. If we have a hyperbolic partial differential equation in two vari

ables, 2 + 2 or 4 boundary conditions will be needed. 
With these preliminary comments, let us now formulate a model 

for a trickling filter (see Chapter 10). 
_ 

Tables of balance equations may be found, for example, in refe
rence (1) or in Bird, Stewart, Lightfoot, "Transport Phenomena", Wiley (New 
York, 1960); Bennett & Myers, "Momentum, Heat and Mass Transfer",. McGraw-
Hill (New York, 1962); Rosenhow and Choi, "Heat, Mass and Momentum Trans
port", Prentice Hall (New York, 1963). 
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Figure 7-7 shows a vertical section taken out of a trickling 

filter. Composition in a plane perpendicular to this section does not 

change, so that instead of a three dimensional body we need only consider 

what happens in the vertical direction, that is along the z axis. The 

system reduces in this way from a three to a one dimensional one. 

We will write a balance on the biodegradable organic matter and 

we will assume that BOD,, (mg/1.) measures the concentration of this 
5 * 

matter. Our symbol for BOD will be S , while X will stand for the 

weight of active slime per unit filter volume at the point considered. 

We will assume, however, that X does not vary. BOD removal in mg/volume/ 

time of filter will be, say, 

Rg = kS X (7-21) 

where k is a rate constant. 

Plane of Discontinuity 

Convective Flux « u2 S 

Diffusive Flux « 
- D Z « * 1 dz 

Convective Flux « 
<AdS#, 

dz 

Diffusive Flux * 

-0.(45 +df£*dz) 
dz dzz 

Plane of Discontinuity 

Slice Used for Bolonce 
on S * 

FIGURE 7-7. CONTROL VOLUME AND BOUNDARIES FOR 
FORMULATING A TRICKLING FILTER MODEL 
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Consider now the i n t e r s e c t i o n of a plane of th ickness dz with 

the v e r t i c a l s e c t i o n . A s l i c e i s formed with a c ross s e c t i o n a l area A 
x 

and a thickness dz. Writing a mass balance on S around this slice 

following eqn. (7-20) for a short time period dt: 

•x 
b(S A dz) ,. x 

dt = u s"A dt - D A -2— dt 

ot z x z x uz 

(u S* + 6(UzS*>) A dt - (D J>£ + *- (D *!) dz) 
Z v X Z bz bz Z bz 

A dt - R A dzdt (7-22) 
x S x 

Two flux contributions appear in this equation, a diffusive flux (with 

D ) and a convective flux (with u ). If we assume that the velocity, u , 
z z J z 

with which the waste trickles through the slime bed does not change, that 

the dispersion in the axial direction is invariant, and that the cross 

section of the vertical section is constant; eqn. (7-22) becomes 

* * 2 * 
i£- = -u •&§- + D -Mr- " kS*X (7-23) 
bt z bz z

 v
 2 

bz 

We cons ide r only s t e a d y - s t a t e systems in t h i s Workshop so the -^— term 
bt 

van i shes and 

dz 

The boundary conditions for this system need careful considera

tion. There is a plane of discontinuity where the waste stream dribbles 

onto the top of the filter bed. Below the plane, the waste trickles 

through bed, mixing occurs and BOD is removed by bacterial action, while 

above the plane the waste simply drops downward. We must consider the two 

fluxes below the plane, but only the flow of waste (convective flux) above. 
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A similar situation occurs at the bottom of the bed where drops and rivu

lets leave the bed and drop onto the tile collectors. We will distinguish 

between above the plane and below it by a + and - subscript. 

At the top of the filter, a mass balance for S on the infinite-

simally thin boundary plane gives 

<u,>+ 0 + • <u,>_ O . - DZ <IK_ (7-25) 

This is the boundary condition at z = 0. 

If D 5̂  0, this reduces to an "initial" condition, 

S* = S * (7-26) 
o 

a form which is quite frequently used. 

At the bottom of the bed, a mass balance over the same in f in i 

tes iraally thin plane gives 

(u ) (S *) - D # ) = u (S *) (7-27) v z' , e , z dz e, z e 
+ + T 

J o 

Since (—) must be negative if it is not zero, eqn. (7-27) means 
* * d z 

that S < S or that a jump in concentration must occur. A jump is 
e + e -

physically impossible so the current wisdom is to make 

# ) = 0 (7-28) 
dz 

e 

and use th is as the boundary condition. 

The system of equations (7-24), (7-25) and (7-28) is l inear as 

long as X does not vary with z. Integrat ion is possible and gives 

* * _ 4p exp [% u h/D ] 
Se / S o " = 5 ' (7-29) 

(1 + p)2exP [P "Zh/Dz] - (1 - 0) exp [ | u ^ / D J 

where 
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0 = (1 + (4 k X h/u ) (D /u h))^ (7-30) 
Z Z Z 

* n 
If the rate expression involved (S ) where n is neither 1 

* 
nor 0 or if X is a function of S an analytical solution does not 

exist. A numerical solution must be employed. Numerically integrating 

from z = 0 to n can give poor results. The integration of this boun

dary value problem is improved if integration is carried out from z = h 

to z = 0. This is easily arranged by replacing z by x = h - z . A 

change of variables via the chain rule gives 

D H- + u £- - kxs* = ° <7-31> 
z , 2 z dx 
dx 

The boundary conditions become 

* 

(u ) (S *) = (u ) (S *) + D (—-) (7-32) 
z _ o z o z dx 'o 

and 

dS * 
. = 0 (7-33) 
dx 

A variety of methods are available for numerical integration. 

The 4th order Runge Kutta method is popular. Use of the method requires 

the reduction of the 2nd order differential equation to first order. Let 

S = Y. to conform with the variable used in a library subroutine RUK4 

(X,Y,H,N, VECTOR). Thus eqn. (7-31) becomes 

d2Y, dY, 

If we let 

D \ + u •— - kXY. = 0 (7-34) 
z , 2 z dx 1 

dx 

dYl 
- 1 = Y 9 (7-35) 
dx 2 
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eqn. (7-34) becomes 

dY 
D ~ + u Y. - kXY. = 0 
z dx z 2 1 

or 

dY. kXY - u Y_ 
2 _ 1 z 2 

dx D 
z 

(7-36) 

Thus, we have replaced a 2nd order differential equation (7-34) by two 

first order ones (eqns. (7-35 ) and (7-36)). The boundary conditions at 
* * 

x = 0 are Y, = S , Y„ = 0. Since S is what we want to find, 
1 e ' 2 e 

numerical integration requires a trial and error procedure. We begin by 
* 

assuming a value of S . Equations (7-35) and (7-36) are integrated by 

the RUK4 subroutine to x - h. We can now evaluate the right-hand side 

of eqn. (7-32) which can be rewritten: 

(SQ*) = Y1(h) + p - Y2(h) (7-37) 
o z 

* * 

The zero subscript on S indicates it is our first guess at SQ . The 

true value of S is known, so we can augment or decrease S in the 

trial procedure and re-integrate until eqn. (7-37) gives the true value 
* 

of S . o 
Figure 7-8 shows a computer listing of a trickling filter model 

incorporating the RUK4 subroutine. 

7.6 Probabilistic Models 

Probabilistic models, like deterministic ones, may be either 

microscopic or macroscopic. The class includes stochastic models which 

provide results in terms of distributions if the input is given as a dis

tribution. Our example considers the simplest type of probabilistic 

model that of a residence time distribution. 

Before formulating the model, we briefly review the theory. 
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C IN THIS DEMONSTRATION, S O , S t A hit! TBfc 
C INH.UINT AND FFFLUFNT BCD CF 
C THE 1ASTE STKK.AU. U2,DZ ABE SUPERFICIAL 
c vh tocnr OF THE WASTE AND THE 
C DISPERSION COKFF. IN THfc FILTER. X AND X AHE A RATE 
C COIH-. AND BIONASS DENSITY, BOTH CONSTANT. 
C 
C INITIALLY SO IS KNO*N, St IS ASSUMED. St IS INCREMENTED 
C UNTIL CONVERGENCE 1ITU SC OBTAINED. IN THE PROGRAM 

Y»S, HT'FILTER 1IEICHT, N'NC. OF 
C DEP. VARIARLES. VECTOR CONTAINS THE T«0 EQUATIONS IN 
C THE MODEL. 
c «»»*»««*««»»««*«««*«»«»»«••»«»»»»**«»*»»»»«»«»«»•»«««»•«•» 
C KEAL*8 Y ( 2 5 ) f V < 2 S > , M T , H 

EXTERNAL VECTOR 
N - 2 

C 
C READ IN INITIAL TALOFS OF VFLOCITY, DIFFUSIVITY, 
C INITIAL ESTIMATE OF SEC LESS ONE INCREMENT) 
C ACTUAL INFLUENT C O N C , SO, HAND X, 

READ10, UZ,DZ,SO,St,K,I, 
2 SE°SE • 1.0 

C 
C INITIALIZE I,Y<1),Y<2I AT BOTTOM BCDNDAKV VALUE 
C 

X»0. 
T< 1 >>SE 
Y(2)*0. 

C 
C CALC. NUMBR OF INCREMENTS FOR INTEGRATION 
C BY DIVID1NC FILTER LENGTH EY INCREMENT LENGTH 
C 

NI-HT/B 
DO 1 l»l,NI 
CALL ROK4( X ,Y,« ,B ,N ,VBCTCR 1 

I CONTINUB 
C 
C CALC. BRROR IN INFLUENT COKC. USING 
C TOP BOUNDARY YALOB 
C 

DIFF*UZ*SC—UZ«Y< 1 >*DZ»Y< 2 ) 
C 
C IF ERROR IS SfTBIN TCLBRANCF, OUTPUT 
C Y( 1 ) IF NOT INCREMENT SE £ RECYCLE. 
C 

IP I D I F F . L T . O ) D I F F = D I F P * ( - 1 . 0 » 
IF ( DIFF.UT. 1 . 0 ) GC TO 2 
PRINT 20Y( 1 > 

10 FORMAT! 6F10.3) 
20 FORMAT! 10H EXIT BOD«,PS.2» 

STOP 
END 

C 
c 

SUBRCUTINE VECTOR < J , Y , E Q U , N ) 
MEAL *8X,Y< 25>,EC<U( 2 5 >,X 
EOU( l ) = | ( 2 ) 
EQU( 2 >>( KXYI 1 l-UZYC 2 ) ) /DZ 
RETURN 
UND 

FIGURE 7-8. FORTRAN MODEL FOR A TRICKLING FILTER 
USING A LIBRARY SUBROUTINE FOR INTEGRATION 

http://STKK.au
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We are dealing with counts of entities, for example, micro

organisms of a certain size or age. The fraction at a specific age or 

size can be represented by a frequency distribution function, 

Fraction between y anc* Y * Y^ = f(Y)^Y (7-38) 

If we take a microscopic view, we can write a balance on the 

fraction at a spatial point allowing for the flow (with velocity u ) into 

and out of the differential volume around the point, change at some known 

rate in the property Y which effects f(Y)> and the sudden appearance, 

B, or disappearance, D, of quantities measured by y (such as the dest

ruction of microorganisms). This balance may be written for a one dimen-
, • • . (1,4,5) sional microscopic system : 

- ^ ^ + £- (u f(Y)) + ~ (£r f(Y)) + D - B = 0 (7-39) 
bt Ox x oY Ot 

For the macroscopic ca se , the balance becomes 

%&• + k . (SL f ( Y » + D - B - ^ (Q0 *(Y) 0 " Qe
 f <Y) e ) (7-40) 

Ot 0Y bt V e e 

where V is the volume under consideration. 

The distribution function f(Y) can be replaced by a moment of 
(4) the distribution . This is usually undertaken because the moments of 

the distribution are often directly related to important properties such 

as the biological activity of a microorganism colony. See Himmelblau and 

Bischoff for a compact summary of the technique which they refer to as 

the population balance technique. 

For our example, we will model the steady state performance of 

^ H . M. Hulburt and S. Katz, Chem. Eng. Sci. , JL9, 555 (1964) 

^ A . D. Randolph, Can. J. of Chem. Eng. 42, 280 (1964) 
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a rotating disc contactor (see Chapter 10). We assume that the movement 

of the discs stirs the waste and that the slime layer on all discs is 

uniform and constant. The rate of removal of biodegradable organic 

matter by the slime can be represented just as in the previous example by 
* * i 

R = kXS where S is again B0D-, X is the active slime mass/volume 
of the contactor, and k is a rate constant. If the contactor is filled 

* 
initially with waste of BOD level S and no further waste is added or 

3 o 
e f f l u e n t removed, the reduct ion of BOD in the con t ac to r w i l l be given by 

* 
~ - +• kXS* = 0 (7-41) 
d t 

If X does not change with time, the solution of this equation is 

*, * -kXt 
S /S = e A (7-42) 

o 

where t is the time the waste is subject to the action of the slime. 

Neither eqns. (7-39) nor (7-40) are useful with residence time 

distributions. However, if Y represents the time a minute amount of 

the waste stream remains in the disc contactor, the function f(Y) des

cribes the distribution of residence times in the contactor for the fluid 

leaving the vessel at any instant. The function is known as a residence 

time distribution. It is usually represented by E(t). The t in the 

function has the meaning of Y above. It is a residence time. It is a 

distributed variable and has a most probable value. Viewing t as a 

"random" variable, E(t) may be thought of as a probability density func

tion. Thus, E(t) is the probability that a minute, identifiable volume 

of waste emerging from the contactor resided in that vessel for a time 

between t and t + At. 

The reduction in BOD of the waste is also a function of "resi

dence" time according to eqn. (7-42). Since both the BOD reduction equa

tion and E(t) hold for linear systems, superposition applies. 

Consequently, if BOD reduction occurs while the waste flows through the 

disc contactor, the expected value theorem can be used to predict the 
* 

effluent level S if the contactor operates continuously. For this 
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\ 

application, the theorem can be written as 

= f S E(t) dt (7-43) 
* „ ™ * 

S e 'o 

* 
where S is given by eqn. (7-42). 

Residence time distributions are usually measured by tracer 

techniques (see Himmelblau and Bischoff , for example). Expressions 

are available for some idealized systems, however. If the disc contac

tor can be represented by two equally sized, completely stirred tanks in 

series, 

E(t) = 4t exp (-2t/t) (7-44) 

\

00 

where t = mean residence time = j t E(t) dt . 

o 

Equation (7-43) becomes 

S_* = 4S..* f t e " ( 2 t / t + kXt>dt (7-45) 
e o 

' o 

Integration gives 
* 

S * = — — ^ (7-46) 
e kXt + L ) 2 

v 2 

Our probabilistic model, eqn. (7-43), may be formulated without 

any reference to the expected value theorem by considering the flow through 

the contactor to consist of microscopic "batches" of fluid. In each 

minute "batch", bio oxidation following eqn. (7-42) occurs. Consequently, 

when each "batch" emerges from the contactor it will have a concentration 

S (t) where t is the time the "batch" spent in the contactor. To obtain 

the mean concentration in the outlet we sum over all batches. Now, if 

E(t)At is the fraction of batches which spend a time t in the contactor, 

clearly, 
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Se* = T S* (t) E(t) At (7"47) 
I—i 

t=0 

A linear reaction rate expression has been used so far. Equa

tions (7-43) or (7-46), however, can be used with other kinetics, for 

instance the Monod equation. In such cases, the model becomes an appro

ximation whose accuracy depends on how intimately the fluid in the con

tactor is mixed. If the mixing is slow so the fluid is not well mixed, 
* 

eqns. (7-43) or (7-47) can give quite good approximations of S 

e 

Figure 7-9 is a computer program of a model based on eqn. (7-47), 

We assume that laboratory measurements have established S vs. t under 

the conditions at which the prototype unit will operate. Tracer measure

ments on the prototype have been taken. They have been calculated as 

E(0) vs. 9 where 9 is a dimensionless residence time t/r. T is 

the detention time in the tracer study. Residence time data is often 

handled this way because E(9) is much less dependent on flow rate than 

is E(t). The relation between the two expressions is 
E(9) = T E(t) (7-48) 

C IN THIS EXAMPLE, SO IS INLET BOD 
C OF WASTE, S(TP ) ARE BOD LEVELS 
C MEASURED IN A BATCH UNIT AT TIMES 
C TP,TAU IS DETENTION TIME, ET IS 
C EXIT AGE DIST., ETHETA IS DIMENSIO 
C NLESS DIST. AND TMETA IS DIMENSION 
C LESS TIME. THE SPACING CF £ AND THE-
C TA ABE DIFFERENT SC INTERPOLATION 
C IS USED. 
C 

READ 1, T(J),S(J) 
READ 1 ( I >,ETHETA< J ) 
READ2 DELT,TAU,N,NE 

C 
C I N 1 A I I Z E FOR INTEGRATION 

SE = 0 . 0 
DO 20 I = 1,N 

C CALCULATE DIMENSIONLESS TIME 
TUETA=TAU*ETHETA( I ) 

C LOCK UP PROPER BOD VALUE 
DO 10 J== 1,NE 
IF ( TP( J ).GE.T< I ) ) GO TO 15 
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1 0 CONTINUE 
1 5 D I F F 1 = T P < J > - T P ( J - l ) 

D 1 F F 2 = TP< J ) -T< I ) 
D I F F 3 = S( J ) - S ( J - l ) 
S= S ( J >- D I F F l * D I F F 2 / D I F F 3 

C AUGMENT SUM 
2 0 SE=SE • DBLT*THETA*S 

P B I N T 3 , SB 
1 PCKM AT( 2 F 1 0 . 3 ) 
2 FOBMAT( 2 F 1 0 . 3 , 2 1 3 ) 
3 F O K M A T ( 1 F 1 0 . 3 ) 

END 

FIGURE 7-9. FORTRAN VERSION OF A PROBABILISTIC 
MODEL FOR A BIOLOGICAL OXIDATION UNIT 

7.7 Statistical Models 

For our final example, we return to a very simple and frequently 

used model class. Statistical models are employed where the physical 

phenomena are so complex that other classes of models become too difficult 

or too costly to formulate. This class of model may be suitable also 

where there is an ill-defined random behaviour which may obscure or par

tially obscure any deterministic pattern. 

Statistical models are formulated by fitting a data set repre

senting the behaviour of the process unit by an algebraic expression 

containing one or more coefficients. Typical expressions are linear: 

y = ax + b (7-49) 

One dimensional polynomial: 

y = a1 + a x + a x + + a x (7-50) 

or where there are more than one independent variables, multidimensional 

polynomial: 

y = A + a„x + ... + a x + b.w . .+ b w + c„z + ... + c TT 
2 n 2 m 2 g, 

+ d„xw + ... + d xnwm + e„xz + . .+ e x \ l + f?wz + 

2 p 2 q 
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.* «> £ (7-51) 
+ f w z* 

Frequently the data will be transformed so that one of the three expres

sions apply. 

Problems encountered while using statistical models are the 

selection of the variables which should be included in the model and the 

evaluation of exponents and coefficients. Highly sophisticated techniques 

are available to solve these problems if required. Linear least squares 

routines may be used to obtain the coefficients for eqn. (7-49). By re-
2 

defining terms to a power as new variables, that is, v = x , this 

simple technique can also be used for eqn. (7-50). Stepwise multiple re

gression methods, however, must be used for eqn. (7-51). A wide variety 

of techniques exist; space and time limitations do not permit even a 

cursory treatment. Himmelblau's "Process Analysis by Statistical Me-
(2) thods" provides an excellent discussion of procedures in a way which 

facilitates their adoption by users. 

A sedimentation basin for clarifying sewage is considered in 

this example. The A.S.C.E. Manual on Sewage Treatment Plant Design^ ' 

tabulates performance data for 58 full scale rectangular and circular 

clarifiers. The percent removal of suspended solids is plotted versus 
o 

the overflow rate as gallons (U.S.)/day/ft of basin surface in the Manual 

and is reproduced as Figure 7-10. A median curve in the figure shows that 

removal vs. overflow rate is not linear. Thus a multidimensional poly

nomial must be used to fit the data. Testing shows that the percent re

moval, f , seems to be an exponential function of the overflow rate, 

Q/A. We let y = log(f ), x = Q/A and take w as a shape variable which 

assumes the values 1 if the tank is circular, but 0 if the tank is rec

tangular. The data shown in Figure 7-10 can now be fitted by a simplified 

form of eqn. (7-51): 

y = A + a2x + b2w (7-52) 

Manual of Engineering Practice - No. 36, "Sewage Treatment 
Plant Design", A.S.C.E. (New York, 1959) 
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.(7) Smithx,/ has carried out the fit and found that A = -0.O86 and 
4 

The by term was found to be very small; 
tank shape is not important therefore. The fitting procedure yields, 

a =3.6 x 10 

f = 0.82 e 
•Q/2780A (7-53) 
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FIGURE 7-10. REPRESENTATION OF SUSPENDED SOLIDS 
REMOVAL DATA FROM FULL SCALE PLANTS 

^Smith, R. "Preliminary Design and Simulation of Conventional 
Waste Water Renovation Systems Using the Digital Computer", Water Pollu
tion Control Research Series, WP-20-9, F.W.P.C.A. - U.S.D.I. (Washington, 
1968) 
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7.8 Requirements For A Model Library 

We have reviewed to this point model classification and how 

models in various classes can be formulated. The examples have not been 

left as mathematical statements; they have been converted into FORTRAN 

statements so that the models, in principle, could be run on a computer. 

There are further requirements, however, before the models could be used 

as part of a model library. We will examine these in a general way first 

and in the next section go on to see how models must be written for the 

SEPSIM library. 

In Chapter 3 we found that a modularity organized simulation or 

computer-aided design program is often advantageous. Modularity means, 

we repeat, that the various operations taking place in simulation or 

design are contained in separate subroutines. Modularity makes an execu

tive program necessary. In turn the existence of an executive imposes 

restrictions on models of the library. 

Executives invariably have these features: 

i) Stream information is stored in a matrix accessible to the 

subroutines, 

ii) Testing for convergence in iterative calculations is done 

in the executive or a special testing subroutine, but not 

in a model subroutine, 

iii) Printing is done by the executive or a special subroutine 

except during debugging, 

iv) Control of the calculations including termination if neces

sary should reside with the executive program, 

v) Parameters for the models are stored in a matrix accessible 

to the subroutines. 

The last feature is important in modelling because it permits generality. 

For example, a single model can be used to represent two sizes of the same 

type of equipment or the same piece of equipment handling streams of dif

ferent compositions. 

For models, the consequence of these features are: 

i) Information needed for calculations in a model subroutine 

must be taken from an array whose structure is constant and 
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whose name is imposed by the executive (in SEPSIM, the 

array name is STRMI). 

ii) Results of calculations of flows and compositions must be 

transferred to an array similar to that in i) (this array 

is STRM0 in SEPSIM). 

iii) Parameters for a model must be drawn from a list named as 

specified by the executive. Parameters calculated must be 

transferred to the same list (the list is called EN in 

SEPSIM). 

iv) Overflows caused by division by zero which will stop a com

puter run must be prevented, 

v) Model subroutines should contain PRINT statements which will 

assist debugging. 

vi) Model subroutine should be written as generally as possible 

making maximum use of the separate parameter input, 

vii) Model subroutines should be adequately documented through 

comment cards so they can be readily adopted to other equip

ment of a similar type. 

7.9 Requirements For The SEPSIM Model Library 

Items i) to iii) must be followed in SEPSIM model libraries; 

the remaining items are good practice. Stream information in SEPSIM is 

stored in an array called SN. The columns in the array reflect the struc

ture of the information list for streams chosen beforehand as discussed in 

Chapter 5. Each row corresponds to a stream in the process matrix. 

Through a COMMON statement SN is made accessible to all the model sub

routines if it is necessary to draw or replace information directly in the 

array. However, the Executive as part of its subroutine calling procedure 

transfers all rows of the SN array associated with the unit being calcu

lated to two smaller arrays called the STRMI and STRM0 arrays. The pur

pose of this is to place the stream information into the proper lists 

used by the unit calculation. It makes the model independent of the pro

cess flow sheet. A model subroutine must be written to use the STRMI 

array. 

Stream information calculated by the subroutine is returned to 
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the SN array through the STRM0 array to keep the model independent of the 

flow sheet and to facilitate testing for convergence as discussed in the 

previous chapter. Both transfer procedures are illustrated in Figure 

7-11. 

Saopla Row of Proceaa Matrix: 

1 

0 

KB 

6 

HAMB 

KASHK 

HI 
0 

IHPUT STREAMS 

11 12 0 0 0 

OUTPUT STREAMS 

13 14 0 0 0 

EH 

10 

11 

12 

13 

n STRMX 

11 

12 

STBMO 

ACTIOH 0? THE 
WIT CALCULATION 
UASHR 

13 

14 

12 

13 

14 

15 

SN 

FIGURE 7 - 1 1 . TRANSFER OF STREAM INFORMATION AND MODEL PARAMETERS 

SEPSIM labrary programs must use, the variable designation STRMI 

(I.J) for all members of the stream vector for each inlet stream and the 

designation STRM0 .(.I,J.), for .the, same member for each outlet stream. 

In the elutriator model (Figure 7-4), the Fortran for the change, 

in alkalinity was 

ALKU = (ALK0 + RE*ALKW)/(1.0 + RE) (7-54) 

Designating the sludge as the first stream entering or leaving the elut

riator (I = 1) and the wash water as the second stream (I = 2) and assu

ming that alkalinity is stored in the fifth column of the SN matrix, the 

equivalent SEPSIM statement would be 

STRM0 (1,5) = (STRMI(l,5) + RE * STRMI(2,5))/(l. 0 + RE) (7-55) 
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If flow rate is stored in the 3rd column of the SN array, the statement 

fixing the sludge flow rate 

QU = Q0 * (1.0 - FE)/YE (7-56) 

becomes 

STRM0(1,3) = STRMI(1,3) * (1.0 - FE)/YE (7-57) 

Figure 7-12 shows a SEPSIM version of the elutriator model using 

the STRMI, STRM0 variable names. 

Parameters used in the subroutines are stored in SEPSIM in an 

array called the equipment parameters array and designated EN in the pro

gram. Since each unit has just one row of this array associated with it, 

numbers stored in the array can be transferred directly to the subroutine. 

Direct transfer is illustrated schematically in Figure 7-11. 

Using an EN element to designate the parameter RE used in Figure 

7-4, eqn. (7-54) becomes 

ALKU = (ALK0 + EN(NE,3) * ALKW)/(1.0 + EN(NE,3)) (7-58) 

The EN term means RE has been stored in the third column of the row in 

the EN array reserved for the elutriator through the number NE. The 

alkalinity change can be written entirely in terms of EN, STRM0, STRMI as 

STRM«Kl,5) = (STRMI(1,5) + EN(NE,3) * STRMI(2,5))/(1.0 + EN(NE,3)) 

(7-59) 

If YE is stored in the fourth column and FE in the fifth, eqn. (7-56) be

comes 

QU = Q0 * (1.0 - EN(NE,5))/EN(NE,4) (7-60) 

Equation (7-57) appears as 

STRM0(1,3) = STRMI(1,3) * (1 .0 - EN(NE,5))/EN(NE,4) (7-61) 
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8UBKCUTIN8 VASHR 
C 1H1S SUBROUTINE MODELS AN FLUTRIA-
C TOR FOR OIOESTED SLUDGES. SLUDGE IS 
C MIXEC »ITU WATER, SETTLED AMD WATER DECANTED. 
C IN THE MODEL RE IS THR VCLUME RATIO 
C OF VASHWATER TO SLUDCB, TK 18 THE 
C RAT1C OF SLUDGE • PFRCENT SCLIDS 
C BEFOIK AND AFTER WISHING AND FE IS 
C THE FRACTION OF SOLIDS LOST TO THB 
C 1A8H 
c 
C THB FIRST INPUT AND OUTPUT STREAMS 
C ARE SLUDGES 
C 
C A SPECIAL STREAM VECTOR IS USED 
C »•»*»•»*•*»»*•»»«•»•»»•»**•*»«•»•»»•*•«*•*»•*»»•«»*»*«»»«»*»»»»»*» 
C I. STREAM NO. 
C 2. 
C 3. FLOW (MODI 
C 4. SISP. SOLIDS (MC/L> 
C 5. DISSOLVED BOD 
C 6. ALKALINITY 
C »•••»••«•»»*•»»»»**»»•»*»»»»**»**»•**«*»*»«»«*»»*»»****«»«»*»«»»»* 
c 
C THE EN VECTOR 
C »«•»»•«•»»*•«**»***»»«**•«*»*»»•»*•*»«*»•»«««*»»»•»***#«»»»»»»»»»» 
C 1. ECUIPM'T HO. 6. VOLUME CU FT 
C 2. COST CLASS 
C 3. RE 
C 4. YE 
C 6. FE 
C »«»»»*••«***»»••*««•*«**»*»«»•»•»»••»«*»*»»»*»*»««»*«*«»»*«»*«««»» 
C 
C COMMCN AND DIMENSION STATEMENTS MISSING 
C 
C DEBUG PRINTOUT 

IF (KSBTS) 50,50,60 
60 PRIN1 70, NE 
70 FORMAT(IOX18M CALL. HEACHEE WASHH, 

MH«,14/ ) 
SO CONTINUE 

C 
C CALC.FLOWS 

STRMCI 1,3»=STRMI( 1 ,3 >*( 1 .-IN< NE,S)/F.H( NE,4 1 ) 
STBMC< 2,3t>STRMI4 1 , 3 )*( l . + ENI NB , 3 ) )-STRMO( 1 , 3 ) 

C 
C CALC.SLUDGe SOLIDS 

STRMCI l , 4 l « S T R M I ( 1 , 4 >*EM(NE,4) 
C 
C CALC.SOLIDS IN OVKKFLOV 

STRMCI 2 , 4 >=FN( NK,4 )«EN( NE,S)*STRMl( 1 , 4 1 / 
M E M NE,4 )*< 1 . « E M < N E , 3 ) ) + E N < N E , S > - 1 . ) 

C 
C CALC.ALKALINITY 

STRMCI 1 , 6 >=< STRMK l , 6 ) + E N ( ME, 3 >*STRMI( 2 , 6 ) ) 
1 /1 l . * E N ( N B , 3 > > 

STRMCI 2 , 6 )*STRMO< I , 6 ) 
C 
C DISS.BOD WILL CHANGE PROP. TO ALKALINITY 
C CAL.tOD OF SLUDGE AND WASH 

STRMCI 1 , 5 1 ' S T R M K 1 ,5)*STRMO( 1,6>/STRMI< 1 , 6 ) 
STRMCI 2 , 5 )«STRMO( 1 , S ) 

C 
C DESIGN SECTION REMOVED FCR BREVITY 
C 

RETURN 
BND 

FIGURE 7 - 1 2 . SEPSIM MODEL LIBRARY SUBROUTINE USING STRMI 
AND STRM0 VARIABLES AND EN PARAMETERS 
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Figure 7-12 shows what a model looks like using the SEPSIM con

vention for information transfer with the Executive directly in the equa

tion statements forming the model. The SEPSIM model shown in the figure 

is illustrative only. COMMON and DIMENSION statements have been left out 

and a brief stream vector unlike any we have examined in Chapter 5 is 

employed to condense the subroutine. 

Using the transfer names for parameters and variables in the 

model makes it very difficult to understand the statements as you can see 

by looking at Figure 7-12. Interpretation would be utterly hopeless with

out the commentary provided at the top of Figure 7-12. In vii) of the 

model requirements we spoke about the necessity of documentation to assist 

in using a subroutine for more than one unit or for more than in a single 

design or simulation study. Documentation is necessary also just to 

understand what the model does. Anyone who has programmed knows that even 

after just a few weeks of neglect a program will become unintelligible 

unless documentation is complete. It is important therefore to document 

all model subroutines to the fullest possible extent. 

STRMI, STRM0, EN are necessary in SEPSIM subroutines for infor

mation transfer, but if they are used in model statements they make the 

programs difficult to understand. Model subroutines for SEPSIM might be 

better written using conventional symbols for variables and parameters. 

Translation statements could appear at the beginning and end to relate 

the variables and parameters used in the statements to the STRMI, STRM0 

and EN terms. Figure 7-13 illustrates the structure this leads to. 

In Figure 7-14, we have rewritten the elutriator model, Figure 

7-4, for the SEPSIM library using the structure shown in Figure 7-13. 

Compare Figure 7-14 with Figure 7-12. The former is considerably easier 

to follow. Thus, we recommend that library models should be written 

using conventional symbols for variables and model parameters. If this 

is done, it is necessary that SEPSIM model library subroutines must be 

written with statements taking or adding information to STRMI and STRM0 

arrays and the EN list. 

Model subroutines should be written so as to anticipate prob

lems. The SEPSIM subroutine WASHR (Figure 7-14) contains a 
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Comment cards to 
Identify model, accuracy, generality 
Describe calculations performed 
Identify programmer and dace 
Clve EN and SN Hat 

Transfer In from STRMI array 

Define Model Parameters from EN Hat 

I 

(Dc 

Calculate using statements written with conventional 
symbols for variables and parameters 

sign) 
1 

Transfer out parameters used 

and calculate si to EN 11 9 t 

' 
Transfer out to STRMO 

Transfer out to STRMO array 

FIGURE 7-13. STRUCTURE OF A SEPSIM LIBRARY PROGRAM USING 
CONVENTIONAL SYMBOLS IN MODELS* 

Debug Printout to indicate if the subroutine was used. This permits 

the user to follow the progress of a simulation or a design if the pro

gram fails to operate. It is a useful "debugging" aid. 

C 
C 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 

SUBROUTINE WASHR 
THIS SUBROUTINE MODELS AN ELUTRIA-
TOR FOR DIGESTED SLUDGES. SLUDCE IS 
MIXED WITH WATER, SETTLED AND WATER 
IN THE MODEL KE IS THE VOLUME RATIO 
OF WASUWATER TO SLUDGE, YE IS THE 
RATIO OF SLUDGE % PERCENT SOLIDS 
BEFORE AND AFTER WASHING AND FE IS 
THE FRACTION OF SOLIDS LOST TO THE 
WASH 

THE FIRST INPUT AND OUTPUT STREAMS 
ARE SLUDGES 

DECANTED, 

*Figure adapted from Reference (8) with the kind permission of 
the publisher. 

^Crowe, C.M. , Hamielec, A.E., Hoffman, T.W. , Johnson, A. I., 
Shannon, P.T. and Woods, D.R., "Chemical Plant Simulation", Prentice-Hall 
(Englewood Cliffs, New Jersey, 1971) 
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C A SPECIAL STREAM VECTOR IS USED 
c *********************************************** 
C 1. STREAM NO. 
C 2. 
C 3. FLOW <MCD> 
C 4. StSP. SOLIDS (MG/L) 
C 5. DISSOLVED BOD 
C 6. ALKALINITY 
C *********************************************** 

c 
C THE EN VECTOR 
C *********************************************** 
C 1. EQUIPM'T NO. 6. VOLUME CU FT 
C 2. COST CLASS 
C 3. RE 
C 4. YE 
C 5. FE 
C *********************************************** 

c 
C COMMCN AND DIMENSION STATEMENTS MISSING 
C 
C DEBUG PRINTOUT 

IF (KSETS) 50,50,60 
60 PRINT 70, N£ 
70 FORMAT(10X18H CALL. REACHED WASHR, 

NE=,14/ ) 
50 CONTINUE 

C 
C TRANSFER STREAM INFO. 

QO=STRMI( 1,3 ) 
XMO=STRMI< 1,4) 
DBODC=STUtlI( 1 , 5 ) 
ALKC = STRMI( 1 , 6 ) 
ALK« = STRMI( 1,6) 

C 
C TRANSFER PARAMETERS 

RE=EN( NE,3) 
YE=EN( NE,4) 
FE=EN( NE,5 ) 

C 
C CALC .FLOWS 

QU = 00 * <1«0-FE)/YE 
QE = 00 * (1.0+RE) - QU 

C 
C CALC.SLUDGE SOLIDS 

XMU=YE*XMO 
C 
C CALC.SOLIDS IN OVERFLOW 

XME = CYF * FE *XMO ) / ( Yb*( 1 .0+RE l+FE-1 .0 ) 
C 
C CALC.ALKALINITY 

ALKU = (ALKO • RE * ALKW ) / (1.0+RE) 
ALKE=ALKU 
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C DISS.HOD WILL CHANOF FRCP. lO ALKALINITY 
C CAL.EOD OF SLUDGE AND WASH 

DROUU=DBODO*ALKU/ALKC 
DBODfc=DBODU 

C 
C TRANSFER STREAM INFO 

STRMC< 1,3 )=QU 
STRMC( 2,3 )=QE 
STRMC( 1,4 )=XMU 
STRMC( 2,4 )=XMF 
STRMC( 1,5 )=DBOI)U 
SIRMC< 2,5)=DBODE 
STRMC( 1,6 )=ALKU 
STRMC( 2,6)=ALK£ 

C 
C DESIGN SECTION REMOVED FCR BREVITY 
C 

RETURN 
END 

FIGURE 7-14. SEPSIM MODEL LIBRARY SUBROUTINE FOR AN 
ELUTRIATOR USING CONVENTIONAL SYMBOLS 
FOR VARIABLES AND PARAMETERS 

Item iv) of the list of requirements for library subroutines 

cautions that division by zero should not occur. This problem arises • 

because in the iterative procedures used by SEPSIM to solve a recycle 

problem stream variables in a STRMI vector may have zero values. If one 

of the variables appears as a divisor an "overflow" will occur during 

computation. This would terminate the computer run. Inspection of 

Figure 7-14 shows that division by a variable does not occur. Conse

quently no "protection" statements appear in the subroutine. In the 

Blower model, Figure 7-6 the statement giving the effect of RPM on deli

vered pressure does contain a stream variable, the flow rate. Since this 

variable might take a zero value, a SEPSIM subroutine should provide pro

tection. This is easily accomplished by testing the variable and assig

ning a suitable value if zero is detected. Figure 7-15 shows the state

ments which would appear in a subroutine assuming Q (flow rate) is the 

variable causing concern. 
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C PREVENT DIVISION BY ZERO 

C Q SPEC IS GUESSED VALUE OF Q AND IS SPECIFIED IN EN LIST 

IF (Q) 80,80,90 

80 Q = Q SPEC 

PRINT 200, Q 

200 FORMAT (10X 34H DIVISION BY ZERO ATTEMPTED 

Q SET =, F10.3) 

90 CONTINUE 

FIGURE 7-15. OVERFLOW PROTECTION SEQUENCE 

Other sources of trouble to look at are substraction of roughly 

equal number which in an iterative loop could create negative numbers. 

Negative numbers and zeros will terminate a run if they are used as argu

ments in logarithmic or square root terms. To avoid trouble later on, 

models should be examined for execution problems; protection statements 

and those to assist debugging should be added as necessary. 

Item vi) of the requirements list is important, but the other 

extreme of all too general models should be avoided. Such models can be 

excessively long and time consuming in execution. Judgment is necessary. 

Models for a subroutine library should be constructed to be as general as 

possible commensurate with reasonable length and intended use. 

7.10 Procedure For Modelling 

Developing or choosing a model is a challenging engineering 

activity. Although no two modelling jobs will be exactly the same , the 

four phases shown in Figure 7-16 always occur. Each phase has been sub

divided into specific activities. In some jobs one or more of these 

activities may be very important while others may be handled virtually 

without thought. Some of the mathematical activities (8., 11., 12. in 
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Figure 7-16) will be unnecessary for lumped parameter models because of 

their simplicity. 

The procedure outlined in Figure 7-16 assumes a model is to be 

developed from first principles. However, selecting a model from those 

given in the literature will be the situation encountered most frequently. 

The procedure for this situation is not substantially different from that 

shown in the figure. The definition phase hardly changes. The planning 

phase, however, becomes a search for different models; their assumptions, 

strengths and deficiencies. Activities 9. to 12. of the "action" phase 

are no longer relevent. -They are replaced by comparison of possible 

models to find which most closely meets the selection criteria and deter

mination of what modifications to the chosen model are necessary if indeed 

any are. 

Selection of a model or its development must reflect modelling 

objectives, the unit being model and the character and reliability of the 

data that the model is to be used with. Even with these considerations 

firmly in hand, there is still a good deal of scope for choice. Sophisti

cated models which are normally more accurate and more general than simp

ler ones are more costly to develop. They use more computing time; they 

are more prone to errors, and since they are difficult to understand, they 

are more likely to be misused. This conflict between accuracy and genera

lity on one side and simplicity and ease of use on the other calls for 

judgment. 

( 8") 
In their pioneering treatment of process simulation , Crowe 

et al. of McMaster University give this question their attention more than 

once. They conclude that models should be developed sequentially in simu

lation studies. At first, simple, easily formulated models should be used. 

These models would be employed in preliminary studies whose purpose is to 

investigate calculation sequence, computing problems, and convergence re

quirements, but primarily to determine which process units dominate the 

behaviour of the simulation. In subsequent work, the early models will be 

replaced by more sophisticated ones for the key process units. Minor 

equipment will not require comprehensive models even in the later 

stages of development. There is little point in using such a model for, 
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FIGURE 7-16. MODELLING PROCEDURE 

Definition Phase 

1. Establish need for a model. 

2. Frame objectives for modelling (what properties must the model 

have?) 

3. Delineate scope of model (what part of the physical unit is to 

be modelled?) 

4. Frame criteria for judging a successful model. 

5. Establish characteristics of unit to be modelled. 

Planning Phase 

6. Select class of model. 

7. Determine additional information needed for modelling. 

8. Review of mathematical tools for solution. 

Action Phase 

9. Decompose unit into sub elements when possible. 

10. Formulate mathematical relationships through balance techniques 

or from application of physical laws. 

11. Formulate boundary conditions as in 10. 

12. Solve model equations when possible or choose integration or 

root finding procedure. 

13. Evaluate parameters of model from experimental data. 

14. Prepare FORTRAN version. 

15. Convert to SEPSIM. 

Review Phase 

16. Compare model with experimental data 

17. Evaluate model accuracy, versatility and execution time. 
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say, an elutriator if imprecision in its modelling has a negligible 

effect on the simulation of the whole system. 

There is no reason to select or develop just a single model for 

a type of unit. In most cases it will be convenient to have separate 

models for design and for simulation. Even just for simulation, models 

for the same unit can have different applications. In our WATCRAP stu-
(9) 

dies at Waterloo and in South Africa, we had at one time four alter
nate clarifier models, 3 digester models and 5 aerator models. Once the 
first model has been developed, the succeeding ones are much easier. 

This discussion of the modelling procedure can be closed per

haps best by bringing together in one place the suggestions we have made 

in different sections of this chapter. 

TABLE 7-2. SOME GUIDELINES FOR SEPSIM MODELS OF PROCESS UNITS 

1. Choose the simplest permissible model class for your model appro

priate to your objective and the information available. 

2. Document all model subroutines to the fullest possible extent. 

3. Write model subroutines using when possible conventional symbols 

for model variables and parameters. 

4. SEPSIM model library subroutines must be written with statements 

taking or adding information to STRMI and STRM0 arrays and the EN 

list. 

5. Models- should be examined for execution problems and protection 

statements plus statements to assist debugging should be added as 

necessary. 

6. Models for a subroutine library should be constructed to be as 

general as possible commensurate with reasonable length and inten

ded use. 

(9) 
v /Silveston, P.L., "Digital Computer Simulation of Waste Treat

ment Plants Using the WATCRAP-PACER System", Water Pollution Control £9, 
No. 6, 686 (1970) 
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7.11 Preface To Subsequent Chapters 

One of the purposes of the Workshop, stated in Chapter 1, was 

to offer you experience in formulating computer models for either simula

tion or design. As should be evident from this chapter, models cannot be 

synthesized out of a vacuum. A good deal of information about how waste 

treatment units operate, theory of the physical and biological phenomena 

occuring, and modelling technique should be known before a computer model 

is attempted. All this information is available in journal articles, 

symposium proceedings, textbooks or monographs. You may be familiar with 

some of it from your training and experience. However, to draw the infor

mation from the literature, even for those who are versed in waste treat

ment, is a time consuming task. It is a task far beyond the time avail

able in the Workshop. Thus, in subsequent chapters, we have broached the 

collecting and organizing job to eliminate as much as possible this step 

for the models you will prepare in the Workshop. 

No apology is needed for the following chapters. They are not 

intended to be complete discussions of different process units. The 

information is intended only to suffice for the Workshop, In what follows, 

many of the statements we make as "truths" are really just generaliza

tions. We do not pretend that the models presented are all that are 

available, but we hope that they are representative. 

The structure of the next six chapters will be about the same. 

We begin by defining the objective of the process unit. We then consider 

how it operates as a system and examine the theory of the various pheno

mena which are thought to occur. Those experienced generally in waste 

treatment will be able to skip through it hurriedly as it rarely exceeds 

what is taught in an undergraduate Sanitary Engineering course. Modelling 

is handled next. We look at models for all important changes which occur 

in the unit and at mixing phenomena when appropriate. At the end of a 

chapter we consider models from a design standpoint. 
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8 CLARIFIER MODELS 

Clarifiers are probably the lowest cost units on a $/lb. BOD 

removed basis in waste treatment systems. They are, nonetheless, the 

"work horses" of these systems. Two banks of clarifiers are normally 

part of a treatment plant: primary clarifiers which operate on raw 

sewage; secondary or final clarifiers which handle the effluent from bio

logical treatment units. The former removes about 60 to 70% of the sus

pended matter in the sewage and 20 to 30% of the BOD and nutrients pre

sent. The final clarifiers determine the level of suspended solids in 

the treatment plant outfall. 

We will consider both primary and final clarifiers in this chap

ter. We will also examine thickening, a unit less frequently found in 

municipal sewage plants. Thickening has been added here because it is 

similar to sedimentation and furthermore because it occurs in clarifiers 

and determines the solids concentration in the underflows from these units. 

Our objectives in this chapter are to furnish you with the 

models and information you will need to write model library subroutines 

for settlers. To provide the background for the proper use of these mo

dels, we will review the function and operation of clarifiers. We will 

then examine briefly the theory that has been developed. After this in

troduction, we will discuss models available in the literature. The se

quence of model presentation and discussion will be primary clarifiers, 

thickeners and final clarifiers. A discussion of design considerations 

will conclude the chapter. 

8.1 Function 

Both primary and final clarifiers have the dual functions of 

1) removing suspended matter from the stream to produce an effluent low in 

suspended solids and 2) producing an underflow of a relatively high solids 

content. The latter is important because the sludge passes on to subse

quent treatment units whose size depends on the flow volumes' they must 

accept. A dense sludge, therefore, will reduce the cost of these "down

stream" units. Thickening has the single function of volume reduction of 

sludges. It is justified as a separate unit on the grounds of lower cost 
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for digesters, vacuum filters, drying beds, etc. generated by denser 

sludges. 

BOD and nutrients in a waste stream are contained in suspended 

matter so that "clarifying" has the secondary, but still important bene

fit of BOD and nutrient reduction. 

8.2 Clarifier Operation 

Clarification of a solids laden stream occurs through the phy

sical process of sedimentation. Often, sedimentation is preceded by the 

physio-chemical process of flocculation. 

Sedimentation occurs through the action of gravity on solid 

particles whose density is greater than the density of the liquid which 

contains them. Separation of the solid takes place if the differential 

velocity established by gravity is larger than the random motion in the 

liquid (due to turbulence or Brownian phenomena). The velocity depends 

on particle size, the density difference and the liquid properties. Floc-

culation occurs through "collisions" of the dispersed solid particles and 

"adhesion" which yields larger sized particles. These particles settle 

faster. Flocculation is a kinetic phenomena and thus the degree to which 

it occurs depends on time. 

Clarification requires equipment, therefore, which has minimal 

mixing to reduce the level of turbulence and sufficient detention time to 

permit flocculation and let suspended matter to settle out of the liquid. 

A shallow effective depth keeps the detention time reasonable. Provision 

must be made for withdrawing clarified waste and a sludge separately. 

Shallow basins, either rectangular or circular are used for 

clarification. A wide variety of designs are possible. Figure 8-1 shows 

a circular basin with center feed, one of the most widely used designs. 

It is compared with other designs in Figure 8-2. 

The depth of basin lies usually between 7 and 12 ft. Circular 

tanks often are 100 ft. in diameter, but their size may vary between 35 

and 200 ft. Rectangular tanks, when used, normally have lengths of about 

100 ft. The width of the tank is governed by the sludge collection and re-
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FIGURE 8-1. CIRCULAR CLARIFIER WITH CENTER FEED, SLUDGE RAKES WITH 
A CENTRAL DRAW OFF* 

moval equipment to be used. Common length-to-width ratios employed are 

from about 3:1 to 5:1. Bottom slopes range from 17» in rectangular tanks 

to about 7 or 87„ in circular tanks. 

Inlet flow distributers and the design of the outlet weir are 

quite important. The inlet devices prevent short circuiting across a 

portion of the basin by providing uniform radial or linear distribution 

of flow and by dissipating the kinetic head of the influent jet. This 

also reduces mixing and turbulence in the basin. A number of proprietary 

devices are marketed for these purposes. 

Clarified.overflow is collected over weirs by launders on the 

periphery or on a side of the basin. The weirs are designed for maximum 

overflow velocities so as to prevent carry over of suspended matter into 

the launders. 

In rectangular clarifiers scraper flights extending the width 

Figure taken from reference (1) with the kind permission of 
the publisher. 

Weber, W.J., Jr., "Physicochemical Processes for Water Quali
ty Control", Wiley-Interscience (New York, 1972) 
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SLUDGE 

CIRCULAR CLARIFIER WITH CENTER FEED 

SLUDGE 

CIRCULAR CLARIFIER WITH PERIPHERAL FEED 

4r£ 
t t * » i « « t t 

a 
\£ 

i i T 1 1 1 1 1 1 ^T • 

SLUDGE 

RECTANGULAR CLARIFIER 

FIGURE 8-2. VARIOUS CLARIFIER DESIGNS 

of the tank move the s e t t l e d sludge toward the i n l e t end of the tank a t a 

speed of about one foot per minute, a l though in some designs the sc rape r s 

move towards the o the r end to conform wi th the d i r e c t i o n of d e n s i t y cur 

r e n t s . 

C i r cu l a r tanks a re g e n e r a l l y designed for cen t e r s ludge wi th 

drawal . The flow of sludge to the cen t e r we l l i s forced by the c o l l e c t i o n 

Figure taken from reference ( 2 ) . 

( 2 )"Design Guides for B io log ica l Waste Water Treatment Processes" 
Water P o l l u t i o n Control Research S e r i e s , No. 11010 ESQ, U.S. Environ. Pro
t e c t . Agency (Washington, D.C. , 1971) 
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mechanism rather than the slope of the tank bottom. The clarifier 

mechanisms commonly employed are plows, rotary hoes, and vacuum draw-

off. Peripheral speeds range from 2 to 12 ft/min. depending on sludge 

density. A median speed is about 10 ft/min. 

In Europe and other parts of the Commonwealth, sludge blanket 

or vertical flow clarifiers are used for waste treatment. The influent 

in this type of clarifier is distributed below the sludge zone. 

Suspended matter in the influent is carried upwards through the blanket 

which acts as a "filter". The vessel is designed so that in the upper 

portions of the clarifier the upflow velocity is sufficiently low so that 

fine suspended matter not entrapped by the blanket settles out. 

Sludge blanket clarifiers are relatively deep circular vessels 

with steeply sloping conical bottoms. The influent is introduced centrally 

well within the conical portion of the vessel. Overflow is collected 

peripherally over weirs. The sludge settles out past the inlet distri

buter into the neck of the cone. Its density is such that it can be re

moved by a siphon. 

When the sludge blanket in a conventional secondary clarifier 

is located fairly high in the basin, it is likely that these conventional 

clarifiers operate at least partially as sludge blanket units. 

8.3 theory of Clarification and Thickening 

If we were dealing in waste treatment with very dilute suspen

sions made up of near spherical particles, the theory of clarification 

could be described quantitatively and succinctly through Stokes' Law. 

This law holds for fine particles which settle slowly enough so that flow 

is laminar and non separating (no wake) around a particle. The law 

8 (P* " P ) 2 

v, = fr ' d l (8-1) 
t 18 u, p 

where v is the terminal s e t t l i n g veloci ty in the medium a t a specified 

temperature, d is the equivalent spherical par t ic le diameter. P, a., g 

are the density (* = so l id ) , v iscos i ty and the gravi ta t ional acceleration. 

For larger par t ic les where wakes occur, Newton's Law is used, 
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= 4g P* 
3 

PCr 
(8-2) 

in which C is a drag coefficient whose value depends on the particle 

Reynold's number (Pv d /(j,)-

Unfortunately, suspended matter in wastes is far from ideal. 

Particles are irregularly shaped and may flocculate. Flocculated solids 

have a porous structure. Furthermore clarification is carried out at 

high enough solids concentrations that particles influence each other's 

terminal settling velocities appreciably. The behaviour of different 

classes of suspended matter in a clarifier can differ drastically. 

Figure 8-3 is a conventional classification schema for suspensions. 

Where a particular suspension fits depends upon concentration and ionic 

media (coagulation). Class 1 is usually referred to as discrete settling 

(often fairly well described by eqn. (8-1) and (8-2)) while class 2 is 

often called flocculent settling or flocculation controlled settling. 

IERO PERCENT} 
SOLIDS 

1 0 0 % SOLIOS 

CLASS-1 C L A S S - 2 

COMPRESSION 
ZONE 

DISCRETE 
PARTICLES 

VERT FLOCCULENT 
PARTICLES 

FIGURE 8-3. CLASSIFICATION OF SUSPENSIONS 

Eckenfelder and O'Connor give the classifications succinctly: "These are* 

discrete settling, flocculent settling, zone settling and compression. 

Figure taken from reference (1) with the kind permission of the 
publisher. 
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In the first type a particle maintains its individuality and does not 

change in size, shape or density. Flocculent settling is characterized 

by agglomeration of the particles which is associated with a changing 

settling rate. In zone settling the particles settle as a mass and ex

hibit a distinct interface between the supernatant and the settling 

solids. During compression, solids are mechanically pressing on layers 
(3) 

beneath resulting in a slow displacement of liquid." 

Suspensions following class 1, are described by Stokes1 or 

Newton's Laws in principle. Particle shape influences the drag coeffi

cient (C ) appreciably as well as the particle size at which Stokes' Law 

gives way to Newton's. Flat particles show higher coefficients, although 

stringy, flexible particles may exhibit lower values because they can 

rotate and "bore" their way downward. Nonetheless, terminal settling 

velocities for class 1 suspensions may be estimated from particle dimen

sions through eqns. (8-1) and (8-2) and settling rate measurements, con

versely, may be used to measure particle size. 

Particles settling in a vessel displace liquid which is forced 

upwards countercurrent to the particles. Furthermore as the number of 

particles in a unit volume increases, the velocity fields surrounding 

individual particles interfere. Both effects reduce the absolute settling 

velocity. The phenomena is called hindered settling. Many relations have 

been proposed; of these the equation proposed by Richardson and Zaki (see 

reference (4)) seems most useful. The relation is, 

vfc = vt° £
n (8-3) 

o 
where v is the terminal settling velocity at high dilution and e is 

the liquid volume fraction, 

E = (1 - M/P.) (8-4) 

(2) 
v 'Eckenfelder, W.W., Jr., and O'Connor, D.J., "Biological 

Waste Treatment", Pergamon Press (London, 1961) 

(^Silveston, P.L., "Design of Settli 
Residence Time Distributions", Can. J. Chem. Eng., 47, 521 (1969) 

*• 'Silveston, P.L., "Design of Settling Basins with Allowance for 
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M is the concentration (rag/1.) of suspended matter and p. is the par

ticle density in the same units. The exponent n =4.65 for regularly 

shaped particles. 

Camp suggests that the effect of hindered settling becomes 

significant only if the volumetric ratio of solids to liquids in the sus

pension exceeds 0.57». It is negligible when the ratio is less than 0.1%. 

For sewage, the upper limit works out to about 1000 mg/1. suspended solids, 

Hindered settling, therefore is not important in the top portion of pri

mary clarifiers. 

Flocculating suspensions (class 2) exhibit increasing particle 

size during sedimentation. Suspended matter of this class will agglo

merate on contact to form larger and therefore faster settling solids 

(see eqn. (8-1) for the v versus d relation). The process occurs 

through diffusion and low intensity mixing in the clarifier, which cannot 

be eliminated, as well as through an "overtaking" phenomena discussed by 

Camp . In the former, particles are brought into proximity by "random 

walk, while in the latter, larger or denser particles overtake smaller 

slower settling particles putting them near enough to coalesce. 

Floes formed in waste treatment, particularly those found in 

the activated sludge process have densities of the order of 1.005 and 

appear as a loose gelatinous matrix. Under discrete settling conditions, 

their equivalent spherical diameters will be less than 1 mm. However, in 

concentration ranges found in the influent to final clarifiers, the floc-

floc spacing is such that a dynamic interaction becomes possible. Parti

cles, regardless of size, settle with neighboring particles. Indeed, the 

suspended matter settles as a zone with a distinct interface and with just 

a small axial density gradiant (unlike discrete settling). Figure 8-3 

suggests that with flocculating solids zone settling can occur at low con

centrations. 

In a batch or column settler, as the zone settles it reaches a 

depth where the solids concentration begin to increase. Downward movement 

^ •'Camp, T.R. , "Sedimentation and the Design of Settling Tanks", 
Trans. Am. Soc. of Civil Eng. , m , 895 (1946) 
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of the sludge-clarified liquid interface eventually becomes very slow. 

Figure 8-4 taken from Camp , illustrates the time behaviour of the top 

of the blanket, that is, the sludge-liquid interface. 

100 

.. o 80 

60 

K 

/ 
/ 
/ 

/ 

. Free Seltlinq 50 Ports 

per Mil ion or 

^-Hindered Settling 
1 1 

A ^ 
Top of Sludge 

? " B lonket 

~-*- Top of Compocting 
Slu dge 

Less 

& X 40 fcA ^ ; 

if« 

K) 20 
Minutes 

30 40 

FIGURE 8-4. SETTLING AND COMPACTING OF TYPICAL ACTIVATED 
SLUDGE MIXED LIQUOR WITH AN INITIAL SUSPENDED 
SOLIDS CONTENT OF ABOUT 2,000 PPM 

The region around "A" in the figure is termed the transition 

zone, while below "A" the sludge is said to be compressed. Figure 8-5 

is a schematic presentation of the settling and thickening states occur

ring in Figure 8-4. 

The upward flow of liquid through the suspended solids matrix 

is thought to govern the movement of the interface. This movement is the 

rate of zone settling. When the transition condition is reached, the 

movement of the interface becomes the rate of compaction. This viewpoint 

suggests that zone settling and compaction under the transition zone con

ditions should be described by equations for the flow of liquids through 

randomly packed beds of solids. 

The phenomena, however, are more complex under compression 

Figure taken from reference (5) with the kind permission of 
the publisher. 

^ 'Eckenfelder, W.W., Jr. and Ford, D.L., "Water Pollution Con
trol", Pemberton Press (Austin, Texas, 1970) 
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Time 

FIGURE 8-5. TIME SEQUENCE OF SETTLING AND 
THICKENING CLASSES IN BATCH SET-^. 
TLING OF A FLOCCULENT SUSPENSION 

conditions where sludge particles are supported by one another. The mat

rix has become so dense that there is little void space between individual 

floes or particles. In this condition, floe at the bottom of the vessel 

deforms and slips under compressive stress forcing out liquid which seeps 

through the structure providing subsidence. Subsidence results in the 

slow movement of the interface. It is this phenomenon that occurs in the 

sludge blanket at the bottom of a clarifier or in a thickener. 

Mechanical rakes used to move the sludge play an important role 

in compaction. Stirring provided by the rakes increases the seepage of 

liquid from the bottom sludge layers and also provides "jiggling" to ob

tain closer packing. Continuous thickeners frequently give higher sludge 

densities than batch measurements at the same holding times. 

Our discussion of sedimentation and thickening to this point 

provides an adequate basis for the modelling of "ideal" clarifiers. This 

term was used by Camp to indicate that the hydrodynamics of clarifiers is 

not considered. Unfortunately, hydrodynamics is important and it operates 

publisher. 
Figure taken from reference (6) with the kind permission of the 

(6) Eckenfelder, W.W., Jr., and Ford, D.L., "Water Pollution Con
trol", Pemberton Press (Austin, Texas, 1970) 
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to reduce clarifier efficiency. Hydrodynamics refers to interrelated 

phenomena of density currents, nonuniform influent distribution and 

overflow withdrawal, and turbulent mixing in basins. 

To deal with nonuniform flow, we must first introduce the idea 

of particle trajectories or settling paths. Figure 8-6 shows the 

trajectories of two particles settling in an ideal basin. Both particles 

originate at the top of the inlet region, but one is larger or denser and 

settles with a terminal velocity v . The fluid velocity is u so the 
o 

paths of the particles are vectorially determined by v and u for the 

first particle and by v and u for the second. Obviously, a suffi

cient depth must be attained at the outlet if the particle is not to be 

swept out of the basin in the overflow. It is evident from the diagram 

(Figure 8-6) that this depth depends on both v and u: 

Inlet 
zone 

Settling zone 

Sludge rone 

Discrete settling 

__t__Vs 

\ T v o 

Outlet 
zone 

FIGURE 8-6. SETTLING PATH IN AN IDEAL BASIN 

If there is maldistribution of the flow, a portion of the fluid 

will have a velocity u' > u and particles expected to settle will be 

swept out. An equal portion of the flow, of course, must have a velocity 

u" < u, but this will not compensate for the solids swept out. In the 

same way, there will be a loss of clarifier efficiency if the fluid has 

a vertical velocity component in a portion of the basin. Both flow situa

tions occur to a greater or lesser extent in clarifiers. 

Density currents are an important source of maldistribution of 

flow. The fluid entering a clarifier will be denser than the clarified 

liquid arid will sink. Significant velocities can be attained as easily 

Figure taken from reference (3) with the kind permission of 
the publisher. 
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verified by dye tests when a saline solution is added to a basin. The 

downflow will be deflected by the sludge blanket towards the outlet. This 

can result in unexpectedly high velocities along the surface of the 

sludge blanket and causes scour. 

Wind forces on a clarifier surface and convective currents from 

heat transfer at the surface also induce currents in basins . This in

duced flow causes mixing and may contribute to maldistribution of flow 

in the basin. Currents from these sources may also be responsible occa

sionally for bottom scour. 

Camp estimates that flow in basins will have open channel 

Reynolds Numbers in excess of 500 so that the velocity profile (assuming 

a uniform inlet vertical velocity profile) will be turbulent. This means 

that some turbulence will be generated at the sludge blanket. If the 

velocity above the blanket is sufficiently large, settled solids will be 

resuspended. This is the scour phenomenon. 

The shear exerted on a surface can be calculated from the velo

city profile in the neighborhood of the surface. If this is equated to 

the static forces in the surface resisting movement, a formula for the 

scour velocity may be derived. Camp gives, 

= -At1 (p v % <8-3> V 
sc " t ' w p 

where v is the critical scour velocity for resuspension of solids of 
sc J 

diameter d and specific gravity P/^M' g is a constant peculiar to 

the sludge, f is the friction factor for open channel flow and g is 

the acceleration of gravity. We encounter eqn. (8-5) again in Chapter 12 

where it is used for the design of grit chambers. 

Although undoubtedly the turbulence level is low, it is unavoid

able. Very little is known about the scale and intensity of turbulence in 

a clarifier. Mixing and dispersion tests have been made repeatedly, but 

*• ̂Takamatsu T. , and Naito, M. , "Effect of Flow Conditions on 
the Efficiency of a Sedimentation Vessel", Water Research, I, 433-450 
(1967) 
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these tests are not able to distinguish adequately between large scale 

circulation and turbulence- However, the effect of turbulence on sedi

mentation is quite well understood. Turbulence causes mixing. If mixing 

occurs in a system where concentration or density gradients exist, 

material will be transferred from the more dense to the less dense re

gions. If we let J be the flux of suspended matter transferred by 

turbulent mixing and DM be a dispersion coefficient characterizing 

the intensity of mixing, then at a point in a clarifier, 

-D & 
M dy 

(8-6) 

In th i s re la t ion y is a coordinate direct ion and M is the solids con

centrat ion in, say, mg/1. The minus sign simply t e l l s us that the t rans

fer is into the less dense region. 

Concentration gradients in c l a r i f i e r s are caused by sedimenta

t ion. Consider an ideal basin as shown in Figure 8-7. Removal of sus

pended matter changes the concentration along the horizontal axis as 

shown in the figure. Along the v e r t i c a l axis , the s i tua t ion is ident ical 

to what would be observed in a s e t t l i n g column experiment. This is also 

shown in the f igure. 

M 

Mo-

Mo I •• M e 

INLET OUTLET 

FLOW 

-+-• 
M 

VERTICAL 
CONCENTRATION CHANGE 

HORIZONTAL 
CONCENTRATION 

CHANGE 

FIGURE 8-7. SOLIDS CONCENTRATION GRADIENTS IN IDEAL BASINS 
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The significance of Figure 8-7 with respect to the flux equa

tion (eqn. (8-6)) is that any turbulent mixing decreases the concentra

tion gradients. This means that clarification efficiency will be re

duced. Quantitative analysis of this mixing effect is possible, in 

principle. 

Dispersion coefficients normally will be different in the hori

zontal and vertical directions. Thus, the influence of turbulence at a 

point in a basin can be represented by 

z Oz y oy J 

where u is the fluid velocity in the basin and v is the characteris

tic settling velocity of the suspended matter. Eqn. (8-7) cannot be 

solved in the absence of the functional dependence of DM and u on y 

and z. Unfortunately, this type of information is not available. 

Research into basin hydrodynamics for the last few decades has 

centered upon tracer studies of residence time distributions in basins. 

We have introduced this subject in Chapter 7 and we refer to that dis

cussion for definitions. Dyes or radioactive substances normally serve 

as tracers. They are injected immediately upstream of a clarifier and 

the concentration of the tracer is detected in the overflow. 

Figure 8-8 compares hypothetical results of tracer tests for 

two idealized basins to a result where some mixing and some short cir

cuiting occur. The normalized concentration (C is the concentration 

that results if the tracer is mixed into the basin) at the basin outlet is 

plotted against dimensionless time (t Q/V) where V is the effective 

volume allowing for the sludge layer. The line (curve B) results if the 

basin is "ideal", that is, the influent is evenly distributed across the 

vertical plane at the inlet and moves across uniformly towards the outlet. 

All of the fluid is in the basin the same time, thus causing a spike in 

the figure. The other extreme is where the fluid in the basin is well 

(°)Rebhun, M and Argaman, Y., "Evaluation of Hydraulic Effi
ciency of Sedimentation Basins", J. Sanitary Eng. Div., Proc. A.S.C.E., 
SA5, 37 (1965) 
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mixed (curve A). Curve C shows an intermediate case. 
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FIGURE 8-8. RESIDENCE TIME DISTRIBUTIONS FOR 
ZERO MIXING, PLUG FLOW (B), COM
PLETELY MIXED (A), VESSEL AND A 
PARTIALLY MIXED VESSEL WITH SOME 
SHORT CIRCUITING* 

(1) 
Figure 8-9 shows data for center and peripheral feed clari-

fiers "' . The significance of the shapes is that they indicate that 

short circuiting occurred. The figure also suggests that for the inlet 

design used, peripheral feed causes less short circuiting. (Its maximum 

is closer to the theoretical detention time). Figure 8-10 shows data 
(9) 

taken by Thomas and Archibald ' on a rectangular clarifier. The tracer 

distribution is interesting because it demonstrates two mixing phenomena 

often found in clarifiers. The mean residence time (mean time in the 

figure), which is the first moment of the normalized distribution: 

L t C dt 

t = 
f m C dt 

(8-8) 

the Journal. 
Figure taken from reference (8) with the kind permission of 
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Q 2 -

Flow rate: 805 gal/(ft2) (day) 

V/Q = 48.7 mm 

FIGURE 8 - 9 . COMPARISON OF TRACER TESTS FOR 
CENTRAL AND PERIPHERAL FEED CLARI-
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jf~ Token Here 
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FIGURE 8 - 1 0 . TRACER OUTLET CONCENTRATION PROFILE FOR 
A RECTANGULAR CLARIFIER ** 

Figure taken from reference (1) with the kind permission of 
the publisher. 

•kic 

Figure taken from reference (9) with the kind permission of 
the Transactions. 
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should be equal to the detention time (T). In the relation t is the 

residence time corresponding to a tracer concentration C in the clari-

fier. However, in Figure 8-10 t < T. This is possible only if some 

of the vessel volume is not "irrigated" by the influent, that is, if 

"dead space" occurs (It could also be explained if the volume of the 

sludge in the clarifier was not subtracted from the clarifier before T 

was calculated). 

The second phenomenon is the periodic, diminishing peaks after 

t/T > 1.1. These peaks are the result of a large scale recirculation in 

the basin. This type of pattern, shown in Figure 8-11 , arises from 

short circuiting, or either wind or density driven currents. Residence 

time distribution curves taken on rectangular clarifiers similar to 

Figure 8-10 have been published by Wills and Davis 

CZ3 
FIGURE 8-11. RECIRCULATION PATTERNS IN 

CLARIFIERS* 

Interpretation of tracer or residence time distribution curves 

has become reasonably formalized in the Sanitary Engineering literature 

as they have been applied to the design of clarifier inlet and outlet 

devices. Figure 8-12 taken from Thirumurthi illustrates various 

characterizations of the curves by times which have been used for inter-

"Figure taken from reference (7) with the kind permission of 
the Journal. 

^ 'Thomas, H.A., Jr., and Archibald, R.S., "Longitudinal Mixing 
Measured by Radioactive Tracers", Trans. Am. Soc. of Civil eng. 117, 839 
(1952) 

(10)wills, R. F. and Davis C , "Flow Patterns in a Rectangular 
Sewage Sedimentation Tank", Adv. in Water Pollution Research, Volume 2, 
Pergamon Press (London, 1964) 

^ ^Thirumurthi, D., "A Break-through in the Tracer Studies of 
Sedimentation Tanks", J.W.P.C.F., 41, No. 11, R405 (1969) 
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pretation. For example, t /T is used by Camp^ ' to identify the seve-

rity of short circuiting, while Villemonte and Rohlichv ' , among others, 

use (t - t )/t as a short circuiting index. Short circuiting is absent 
P 

when the index is zero. 

Attempts have been made by some authors to derive dispersion 

coefficients from the tracer curves. The formula used for this purpose 
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FIGURE 8-12. CHARACTERIZATION OF TRACER CURVES BY TIMES 

depends on how tracer is introduced into a clarifier and how it is detec

ted as well as the point at which injection and detection occur. For 

example if pulse injection and continuous monitoring at points within a 

clarifier are used, the dispersion coefficient, D, may be calculated 

from the simple relation, 

t2 N + 
Pe Pe 

(8-9) 

Figure taken from reference (11) with the kind permission of 
the Journal. 
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where N„ is the Peclet Number (= — ) and u is the velocity in a 
Pe D 

clarifier of length or characteristic dimension L. If the dispersion 

coefficient is to be used as a measure of turbulent mixing, as has been 

proposed, use of eqn. (8-9) assumes that gross circulation patterns 

(short circuiting for example) are absent. This assumption is rarely 

justified. 

8.4 Primary Clarifier Models 

In discussing models for clarifiers, we have chosen to consider 

the primary and final clarifier separately. This is justified because 

zone settling frequently occurs in final clarifiers, while discrete 

settling is the dominant mode in the primary unit. The performance of 

the secondary clarifier is also heavily dependent on the upstream biolo

gical unit. Nonetheless, some of the models we will discuss in this 

section will be applicable to final as well as to primary clarifiers. 

We pointed out in the previous section that separation in a 

clarifier is governed primarily by the velocity through the unit and the 

settling velocity of the suspended matter. Other phenomena discussed, 

such as mixing, modify the basic separation-velocity relationship. Camp, 

in his classic treatment of settling, writes for the "ideal" basin , 

v 
1 - ° 

fD = 1 - P .. + — R crit. v o 
v p (v) dv (8-10) 

o 

In this expression f is the fractional removal (as weight) by sediraen-

tation of any specified class of suspended solids. P . is the cumula

tive distribution by weight of solids whose settling velocity is greater 

than v . It is the weight fraction of the solids whose settling 

velocity is sufficiently great, so that the solids settle through at least 

the depth h, the effective depth of the clarifier, during the detention 

time T in the basin. p(v) dv = the fraction of the solids whose set

tling velocities lay between v and v + dv. The velocity v is often 

referred to as the overflow rate 

v = Q/A (8-11) 
o x set 
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where Q is the volumetric flow rate and A is the surface area of 
set 

the clarifier. For a rectangular basin A = WL where W and L are 
set „ 

the basin width and length, while for a circular basin, A = \ -n d 
° ' set " se t 

where d is the diameter of the c l a r i f i e r . 
set 

The suspended solids in the c l a r i f i e r overflow wi l l be 
Me = MQ (1 - fR) (8-12) 

Equation (8-10) can be rewritten for different settling situa-
(4) 

tions . If the suspension has a single settling velocity (particle 

size is within a very narrow range) 

v T 
fR " IT 0 (t) (8'13) 

where h is again the effective settling depth (usually the depth to 

the top of the sludge blanket) and 0 (t) is a two valued weighing func

tion: 

^ < 1, 0 (t) = 1 

(8-14) 

The criterion of the weighing function is actually v/v , the ratio of 

the settling velocity to the overflow rate. 

For zone settling 

V T 
fR = - ~ (1 - Pf) * (t) (8-15) 

where v = the settling velocity of the zone interface, and P^ = the 

fraction of the solids remaining in suspension after zone settling has 

occurred. These remaining solids settle at a velocity (v ) less than 

v , so 
z 
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fR , £ ( l . P , , ( t ) + V i l <iis^_i (8. l t ) 
z 

If size rather than settling velocity is used, eqn. (8-10) can 

be written 
d 

f = 1 - P . + J T Ctit;j ^ J/J N (8-17) 
R cnt. h J v p(d ) d(d ) 

o 

where d is the particle size (usually an equivalent spherical dia-
P 

meter). 

It has been demonstrated that the models can be extended to 
(4) 

partially allow for circulation or short circuiting . If we assume that 

the residence time distribution (tracer curve) results entirely from short 

circuiting and not from small scale turbulence, the distribution can be 

introduced directly into a relation for f . Letting fD(t) be given by 
R R 

which ever equation among eqns. (8-10), (8-13), or (8-15) to (8-17) is 

appropriate, assuming t is a detention time, the non ideal c l a r i f i e r 

fractional removal, f , is 
R 

fR fR (t) E(t) dt (8-18) 
o 

In this equation, E(t) is a form of the residence time distribution 

whereby E(t)dt is the fraction of the influent which leaves the basin 

after having spent a time between t and t + dt in the basin. It is 

often referred to as an exit age distribution. 

As an example of the use of eqn. (8-18), consider a zone settling 

system, in which eqn. (8-15) applies. Replacing T by a variable detention 

time t and introducing eqn. (8-15) as f (t) into eqn. (8-18), we obtain, 
R 

_ V oo 

f = rp (1 - P f) f t 0( t ) E(t) dt (8-19) 
J o 

for the fractional removal in a non ideal c l a r i f i e r with zone s e t t l i ng . 
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Equation (8-18) assumes that the influent is subdivided into 

columnar elements extending from the surface to the sludge blanket which 

move intact to the outlet with individual residence times conforming to 

the distribution. Although the model is not realistic, it does give 

better results than Camp's ideal basin treatment. 

Settling velocity data will be obtained experimentally for most 

wastes. The procedure for this measurement is quite well known, however, 

we will review it just briefly and then show how a clarifier model may be 

built directly from such data. 

Settling velocities are measured by filling a column whose 

depth is the effective settling depth in a basin (usually 6 to 8 ft.) 

with a test waste. The column is normally of the order of 10" in dia

meter to provide a sufficient sample for gravimetric solids determination 

and to minimize wall effects. Taps are located at intervals vertically 

(ca. every 2 ft.) along the column. Measurements are conducted by tho

roughly mixing the waste in the column up to time zero, halting the agi

tation and at time intervals thereafter withdrawing waste samples to mea

sure the suspended solids concentrations. A plot is prepared of the con

centrations (or more conveniently the fraction of solids removed) for 

each depth and time interval such as shown in Figure 8-13. The circles 

represent percentages of solids removed for depths and times shown on the 

0 I O 2 O 3 O 4 O 5 O 6 O 7 0 

TIME-MIN. 

FIGURE 8-13. ESTIMATION OF SETTLING VELOCITIES 
AND FRACTIONAL REMOVAL VS^ TIME 
FROM COLUMN SETTLING DATA 

Figure taken from reference (3) with the kind permission of 
the publisher. 
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axes of the figure. The lines represent constant percent removed and are 

found by in terpola t ion. Set t l ing ve loc i t i e s (ft/min) are the i r slopes. 

Curvature of the 707„ l ine indicates some flocculation may be occurring 

with th is slow se t t l i ng matter because the slope increases with time. The 

cumulative fraction of the suspended matter P(v) with a s e t t l i ng velo

c i ty equal or less than v may be obtained by subtracting the fractional 

removal from one. Figure 8-14 shows a plot of P(v) (as percent) vs . v 

prepared from Figure 8-13. The slopes at different s e t t l i n g ve loc i t i e s 

r e su l t s in p(v) , the frequency d i s t r i bu t ion , which would be used in eqn. 

(8-10). Normally, analysis of column s e t t l i n g data would be performed 

separately^ from a simulation or design run and P(v) or p(v) vs . v 

would be supplied as a function or as a table . 

</> vi 100 

10 20 30 40 50 xlO" 

SETTLING VELOCITY V ( f t / m i n ) 

FIGURE 8-14. CUMULATIVE FRACTION OF SUSPENDED SOLIDS (AS %) WITH 
SETTLING VELOCITY EQUAL OR LESS THAN v (DATA IN 
FIGURE 8-13) 

The interface settling velocity, v , for zone settling used in 

eqns. (8-15) and (8-16) may also be obtained from column measurements. 

The interface is usually quite distinct so that concentration measure

ments are not needed. 

Experimental data, such as shown in Figure 8-13, may be used 

directly to relate f or f • with the overflow velocity (v ). If t 

column used for the settling test has been chosen to correspond to the 
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effective height, fD(t) can be obtained directly from a figure such as 

Figure 8-13 by taking a suitably weighted average of the fraction removed 

measurements for each of the depths used at different times. The averages 

(f (t)) would be as shown in Figure 8-15. The settling time in the column 
K 

is related to the overflow rate v by t = h/v . 

% 
Removal 

FIGURE 8 - 1 5 . PERCENT OF SOLIDS REMOVED IN A 6 
FOOT DEEP COLUMN AS A FUNCTION OF 
TIME* 

F i t t i n g t h e c u r v e o r u s i n g t a b u l a t e d d a t a , f p ( t ) c a n ^ e s u b s t i t u t e d i n 
— (1 ^^ 

e q n . ( 8 - 1 8 ) t o g i v e f . V i l l e m o n t e e t a l . ( 1 2 ) and Wal lace ; a p p l i e d 
R 

eqn. (8-18) with f determined as just shown to oil-water separators 
R 

and to sedimentation basins. 
(14) Figure 8-16 shows a WATCRAP-PACER program which calculates 

suspended solids and suspended BOD in a clarifier overflow using vessel 

dimensions, influent flow rate and settling test data (see Figure 8-13) in 

Figure taken from reference (3) with the kind permission of 
the publisher. 

^Villemonte, J.R., Rohlich, G.A. , and Wallace, A.T., "Hy
draulics and Removal Efficiencies in Sedimentation Basins", Adv. in Water 
Pollution Research 2^, 381, Pergamon Press (London, 1967) 

(131) 
' W a l l a c e , A . T . , "Des ign and A n a l y s i s of S e d i m e n t a t i o n B a s i n s " , 

Water and Sewage Works, .114, R-219 (1967) 
(14) 

Singh, D.P., "Steady State Simulation of the Kitchener Waste 
Treatment Plant", M.A.Sc. Thesis, Dept. of Chem. Eng., University of Water
loo (Waterloo, Ontario, 1970) 
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raw form. The subroutine illustrates the use of the AEN vector in SEPSIM 

to read tabular data into a subroutine. Program statements illustrate 

table look up procedure and linear interpolation. Detention time is ob

tained from settler volume and the volumetric flow rate. A look up pro

cedure interpolates in the fraction removal data table to give the re

moval at three depths. These are averaged to give the overall basin re

moval. The same fractional removal is used for all classes of suspended 

solids. 

SUHMOUTINR I"VI STL 
C 
C THIS SUBROUTINE CALCULATES THF. SIZE OF A CLARIFIFH OH PREDICTS 
C CLARIFIES PERFORMANCE ON THE BSIS OF SETTLING DATA OBTAINED 
C IK A QUIESCENT COLUMN 
C TUB SUBROUTINE WAS ORIGINALLY WRITTEN RT D.P.SINGH AS A PAST 
C OF.AN N.A.SC. THESIS FOR THE DtPT. OF CHEMICAL ENGINEERING, 
C UNIVERSITY OF WATERLOO. 
C PROGRAMME VttlTTFN IN SEPTEMBER, 1969, REVISED OCTOBER, 1969, 
C FURTHER REVISION BY P.L.SILVESTON IN 1973 
C 
C SETTLING DATA IS INTRODUCED THRU THE AEN VECTOR.. THE PROGRAM CALCULATES 
C TBB MEAN RESIDFNCF. TIME IN THF CLAKIFIEU AND LOOKS UP IN THE 
C TABULATFD DATA THE FRACTION OF SOLI US REMOVED CORRESPONDING 
C TO THAT DETENTION TIME. VALUES AKE OBTAINED FOR THREE DEPTHS. 
C THERE ARE AVfcRACED TO GIVE THE FRACTIONAL REMOVAL OF SUSPENDED 
C SOLIDS IN THE CLARIFIES. ALL CLASSES OF SOLIDS ARE ASSUMED 
C TO SETTLE IN THE SAMF WAY. NO CHANGE IN DISSOLVED SPECIES 
C IS ASSUMED TO OCCUR 
C 
C STREAM VECTOR 
C 1. STREAM NO. 
C 2. 
C 3. VOLUMETRIC FLOW 
C 4. SUSPENDED SOLIDS (AS CONCtNl 
C S. DISSOLVED B O D 
C 6. SUSPENDED B O D 
C 7. TOTAL B O D 
C 8. VOLATILE SUSPENDED SOLIDS 
C P. PH 
C 10.TOTAL SUSPENDED SOLIDS 
C 11. TEMPERATURE 
C 12. INERT SUSPENDED SOLIDS 
C 13. 
C 14. TOTAL VOLATILE SUSPENDED SOLIDS 
C 
C EQUIPMENT PARAMETERS VECTOR 
C 1. BOUIPMENT NO. 
C 2. 
C 3. CLARIFIER DIAMETER IN FT. 
C 4. EFFECTIVE HEIGHT OF CLAKtFIES IN FT. 
C 5. NO. OF VESSELS USED 
C 6. 
C 7. SPLIT RATIO (FRACTION OF INFLUENT LEAVING AS OTBRPLOW) 
C 8. 
C 9. J WUERB IS THE FIRST DATA POINT IN TBE AP.N VECTOR 
C 10. NUMRER OP TIME DATA POINT IN AEN VECTOR 
C 
C AEN VECTOR 
C 1. EQUIPMFNT NO. 
C 2, LENGTH OP AEN VECTOR 
C 3. LOWEST HEIGHT AT WHICH « REMOVAL DATA TAKEN (2 FT, » 
C 4. MIDDLL HEIGHT AT WHICH % REMOVAL DATA TAKEN <4 FT) 
C S. CREATEST IIFICIIT AT WHICH ft REMOVAL DATA TAKEN ( 6 FT > 
C 6. HKIGUT OF COLUMN 

C 7. TO 14. TIME VECTOR 
C IS. TO 22. ft REMOVAL AT 6 FT. 
C 23. TO 30. » REMOVAL AT 4 FT. 
C 31. TO 38. ft REMOVAL AT 2 FT. 
C 39. MAXIMUM S REMOVAL IN COLUMN 
C 
C SEPSIM COMMON AND DIMENSION STATEMHNTS HAVE BEEN DELETED 
C FROM THIS EXAMPLE 
C 
C AVOID DIVISION BY ZERO 
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1F( STKMM 1 , 3 1 1 2 . 2 . 3 
2 STHMK 1 , 3 1 = 1 . 
3 CONTINUB 

C 
C I N I T I A L I Z E TUB DUMNT VECTOR 

DO 1 1 * 1 , 1 9 
1 PAPEKI 1 , 1 ) . 0 . 0 

PAPEKI I , I )» ( 2 2 . * ( P . N < N P , 3 ) * « 2 ) > / 2 8 . 
PAPER! 1 , 2 )«PAPEM 1 , 1 ) » t h ( N B , 4 ) 
PAPER! 1 , 3 1 ' P A P E R I t > 2 ) * B M N E , S > 

C 
C PAPER! 1 , 4 ) CALCULATES RESIDENCE TIME IN M 1 N S . 
C FACTOR 0 . 0 0 8 9 8 6 CONVERTS F T * * 3 * D A Y / M . G TO M I N - I 

PAPER! t , 4 ) ' P A P E V t 1 , 3 ) * 0 . 0 0 8 9 8 6 / S T R M I I 1 , 3 1 
M«ENI N 6 , 9 ) 
N»ENI N E . 9 t*FNI ME, 1 0 ) - l 

C 
C THIS DO LOOP F I N D S THE NEAREST RESIDENCE TIME IN TIME VECTOR 

DO 100 J « M , N 
I F ! PAPP.Kt 1 , 4 ) . C T . A E N < l , J ) ) 0 O TO 1 0 0 
CO TO 1 0 1 

1 0 1 M * J + c M N E . I O I 
1 0 9 CONTINUE 

C 
C PAPER! 1 , 7 ) CALCULATES « REMOVED OF S S AT 6 F T . 

PAPFKI 1 , 5 >*! AbNI 1.N1-AEMC 1 , M - 1 > ) / ! AENI 1 , J l - t E H I , J - l I t 
PAPFKI 1 , 6 1 ' P A P E M I , 4 >-AEN( I , , 1 - 1 I 
PAPFKI 1 , 7 »=( PAPER) l , S ) * P A P E R ( 1 , 6 ) > + A B N I 1 , 1 1 - 1 » 
M>M+EMI NE, 1 0 1 

C 
C PAPER! 1 , 9 ) CALCULATES % REMOVED OF S S AT 4 F T . 

PAPFRC 1 , 8 >*! AF.Kl 1 , X >-AENI 1,11-1 1 >/ ( AEN( I , 4 1-AEM I . J - l »> 
PAPr.Kt 1 , 9 1=1 PAPEKI l , M I « P A P E k t 1 , 6 ) I * A E N ( 1 , M - I » 
M*M+LM NE, 10 > 

C 
C PAPER* 1 , 1 1 I CALCULATES » REMOVED OF S S AT 2 F T . 

PAPkW I , t 0 ) = l ALM 1 , N 1 - A t M I , M - I » ) /< AENI 1 , J l-AENI l . J - 1 I I 
P A f t t l 1 , 1 1 1 - 1 PAPER! 1 , 1 0 )*PAPEKI 1 , 6 1 >*A£N! l . M - l I 

C 
C Z 1 , Z 2 , Z 3 CALCULATF. TUF. AVhRACE HTS. 

Z l - < AFN< 1 ,3 )+AEN< I , 4 I t / 2 . 
Z 2 * l AFN( 1 , » > » A t M I , S I 1 / 2 . 
Z3=r! AENI l , 3 ) + A E M 1 , 6 t 1 / 2 . 

C 
C D 1 . D 2 . D 3 CALCULATE THE D I F F . OF * S S REMOVED 

D l ' A U S I PAPER< 1 , 8 1-PAPER« 1 , 7 1) 
D 2 ' A B S I PAPER! 1 , 1 1 ) - P A P E H ! 1 , 9 ) 1 
D3-AASI AbNl 1 , J 9 ) - P A P E K ( 1 , 1 1 ) 1 

C 
C TOPT CALCULATES « S S ( TOTAL I REMOVED 

TOPT-PAPF.RI 1 , 7 l + l Z 2 » D 1 / E N I N E , 6 I ) * ! Z I » 0 3 / E N I N B , 6 ) 1 
1 » < Z 3 « D 3 / E N ( N B , 6 I > 

S U M * 1 0 0 . - T O P T 
C 
C CALCULATE OVERFLOW AND UNDERPLOT 

STRM04 1 , 3 )*STRMII 1 , 3 )*EMI N E , 7 ) 
STRMOt 2 , 3 1-STRMli I . 3 I « « I . - E M HE, 7 I > 

C 
C ASSUME THAT ALL SUSPENDED COMPONENTS ABE REMOVED AT ONE SETTLING RATE 

DO I I 1 * 4 , 1 4 , 2 
11 STRMC* 1 , 1 )»STBMl l 1 , 1 )*SOM 

C 
C ASSUME TEFKE I S NO REMOVAL OP DISSOLVED COMPONENTS AND NO CUANOE IN 
C 1 P H . T E K P . 

STRMCH 1 , 5 t ' S T R M K 1 , 5 ) 
STRMOt 1 , 9 (oSTRNI l 1 , 9 ) 
STKMOI 2 , 5 ) < S T R M I ( 1 , 5 1 
STRVOt 2 , 9 ) » S T R M I I 1 , 9 ) 
STRMC4 1 , 1 1 1 'STRMl l 1 , 1 1 ) 
STRMOt 2 , I I )*STRMI< 1 , 1 1 > 
STKMOI 1,7 )«!>TKMOI I ,5>*STBMO< 1,6) 

C 
C UNDERPLO* CONC. ARE CALCULATED 0T MATERIAL BALANCE. 

DO 12 1 * 4 , 1 4 , 2 
1 2 STRMC4 2 , 1 )=•! I S T R M I ! l , 3 l * S T R M I I 1 , 1 ) ) - ( STRMOI 1,3)*STRMCH 1 , 1 ) ) ) / 

ISTRMI! 2 , 3 ) 
STKMC! 2 , 7 > » S T k M O I 2 . 5 > * S T B M 0 4 2 , 6 ) 

C 
RBTURS 
END 

FIGURE 8 - 1 6 . PRISTL SUBROUTINE (PRIMARY CLARIFIER) 
USING SETTLING TEST DATA 
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If a basin is carefully designed to avoid gross short circui

ting and recirculation, the remaining mixing can be attributed to turbu

lence. We discussed in the previous section how turbulence hinders sedi

mentation. An early expression for f in the presence of turbulence 
(5) 

was developed by Camp based on Dobbins' research. The expression is 

too complicated for use. Takamatsu and Naito have reexamined the pro

blem . They simplify it by separating the turbulence effect on set

tling velocity from the problem of lateral dispersion. The model can be 

written as 

^ f " \ e ^ " NPe* cY " ° <8"20> 

where c represents the dimensionless concentration in a cell extending 

from the surface to the sludge interface (c = M/M ), Np is the Peclet 

No. (= uL/D ), T) = z/L, y =: l ~ e ~ B ° y and * = 1 - ke'6'^: B, A 

and 6 are model parameters which must be established by data. The 

boundary conditions are 

^ = Npe (1-c) at I] = 0 (8-21) 

^ = 0 at 71 = 1 (8-22) 

Integration must be used to establish c at Tl = 1 which is the dimen

sionless solids concentration in the overflow. Equations (8-20) to (8-22) 

compose a boundary value problem which may be difficult to solve. 

As an approximation, Takamatsu and Naito suggest that the cell 

is well mixed vertically and they obtain a relatively simple solution: 

N p e (a - B) ea + B 

fR " l - *2 & B2 P <8"23> 
a e - P e 
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where <X, 0 are the roo t s 

e T. + r L % \' -i 
(8-24) • B -"-?[ l t AT^"] 

Five parameters, B, A, 0, D , D must be evaluated from basin data 

and settling test data must be at hand to obtain X = v/v in order to 
o 

use eqn. (8-23). It is not a convenient method for estimating f . 

R 

In a primitive analysis, Thirumurthi considers just disper

sion along the mean flow direction (z axis) in a basin. However, the 

dispersion in this case can result from the circulation pattern as well 

as from turbulence. The relationship which can be deduced from the 

assumptions used by Thirumurthi is 

fR = fR + (k t) 2 D (fR - 1) (8-25) 

In this expression f is the fraction removed predicted by eqns. (8-10), 
R 

(8-13), (8-15) or (8-16), (8-17) or directly from Figure 8-15. It is 

the fraction removed assuming an ideal basin. Thirumurthi assumes that 

settling is a first order phenomena. 
The assumption that settling of a class 1 suspension could be 

(14) modelled as a kinetic phenomena was explored by Singh . Singh found 

that a first order kinetic model satisfactorily reproduced the performance 

of a full-scale primary clarifier and proposed an interesting stochastic 

model for a clarifier on this basis. The 1st order expression is 

1 - fD = e'^set/Q (8-26) 
R 

or in terms of the overflow rate 

I - f = e"
k/vo (8-27) 

R 

Stepko, W.E., "Comparison of Mathematical Models of a Con
tinuous Sedimentation Basin", M.A.Sc. Thesis, Dept. of Chem. Eng., Univ. 
of Waterloo (Waterloo, 1970) 
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We have recently found that the 1st order model is satisfactory because 

the settling curve of a waste may be closely fitted by an exponential 

expression. Indeed k in eqn. (8-26) or (8-27) may be evaluated 

from a curve such as Figure 8-14 through the expression 

P(v) = e"k/v (1 + £) (8-28) 

If k is evaluated from settling data through eqn. (8-28), 

f obtained from eqns. (8-26) or (8-27) will be the fractional removal 
R 
of suspended solids in an ideal basin. Basin performance, f , may be 

R 
found by substituting f in either eqn. (8-18) or eqn. (8-25). 

R 

Equations (8-26) or (8-27), however, model full-scale clari-

fiers satisfactorily if k is evaluated from plant data. In an inde-

pendent study Fitz was able to correlate the performance of a labora

tory scale clarifier with the same equations. Mixing in the basins, thus, 

may be incorporated in k. 
Two empirical models for primary settlers are in use. The 

(19) first was proposed by Smith ; its development was discussed in Chapter 

7. The Smith model is 

_av 
f_ = A e ° (8-29) 
K 

-4 
Smith suggested that A = 0.82 and a - 3.6 x 10 if the units of v 

2 ° 

are gallons (U.S.)/day/ft . Either eqn. (8-29) or eqn. (8-26) have been 

used in the simulation of Ontario waste treatment plants carried out at 

the University of Waterloo over the past few years . The coefficient 
(17)Sakata, N. and Silveston, P.L., "Exponential Approximation 

for Settling Rate", Unpublished Manuscript (1973) 
'Fitz, L.W. , "The Use of Tracers in Sedimentation Basins", M. 

Eng. Thesis, McMaster University, Hamilton, Ontario (1969) 
(19) 

'Smith, R. , "Preliminary Design and Simulation of Conventional 
Waste Water Renovation Systems Using the Digital Computer", Water Pollution 
Control Research Series WP-20-9 F.W.P.C.A./U.S.D.I. (Washington, 1968) 

see, for example, Silveston, P.L. "Simulation of the Mean 
Performance of Municipal Waste Treatment Plants", Water Research, j>, 1101 
(1972) 
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a is not universal but changes for each waste treatment plant. For 
-4 (21) 

example a = 0.86 x 10 for the Kitchener, Ontario W.T.P. Goeringv ' 
also found that Smith's values of CC and A were not satisfactory. 

(22) 
Voshel and Sak's empirical model for a primary clarifier 

has been used by Fan and his research group at Kansas State University. 

The model is 

1 - A (M )tt 

£* - -^rt~ 
o 

and Fan et a l / ' suggest A = 0.568, a = 0.27 and 0 = 0.22 if the 

units of M (suspended solids in the influent) are mg/1. and mgd 
. 2 ° ' 

(U.S.)/ft for v (overflow rate). If a polymeric flocculating agent 

is used in the clarifier at a dosage of 1 rag/1., the constants are 

A = 0.779, a = 0.17 and 0 = 0.13. 

Most investigations and modelling of primary clarifiers have 

dealt only with suspended solids. Some of the solids contribute to the 

BOD as well as to the levels of phosphorus and nitrogen in the waste. 

Clarification therefore will reduce both BOD and nutrients in the over

flow. The question is whether the reduction in the suspended matter con

tributions to BOD and nutrients are the same fraction as that of the sus-
(19) 

pended matter as a whole. Smith ' recommends that the same fractional 

reduction calculated for suspended solids be used to compute the reduction 

in suspended solids contribution to BOD. Our studies of Ontario treatment 

plants suggests this is not satisfactory. For the Kitchener W.T.P., we 
-4 

find that Ct in eqn. (8-29) is 0.86 x 10 for suspended solids, but is 
-4 

1.5 x 10 for suspended BOD assuming that suspended solids account for 

(21) 
Goering, S.W., "A Computer Model of the Sewage Treatment Pro

cess of Boulder Colorado", M. Sc. Thesis, Dept. of Chem. Eng., Univ. of 
Colorado (1972) 

^ 'Voshel, D. and Sak, J.G., "Effect of Primary Effluent Sus
pended Solids and BOD on Activated Sludge Production", J.W.P.C.F. 40_, 
Part 1, 203 (1968) 

(23) 
Chen, G.K., Fan, L.T. and Er i ckson , L.E./ 'Computer Software 

for Wastewater Treatment Plant Design", J .W.P.C.F. 44, 747 (1972) 
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70% of the waste BOD . We have not had sufficient data to test the 

reduction of the suspended solids contribution to nutrients as a function 

of the overall suspended solids reduction. 

Figure 8-17 shows a listing of a subroutine employing eqn. 

(8-29), but with different values of a for BOD (S^) and suspended 

solids (M). Fractional reduction of volatile suspended solids is assumed 

to be the same as the fractional reduction of total suspended solids. 

The program is written using the SEPSIM "language" as discussed in Chap

ter 7. 

SUBROUTINE PR!STL 
C 
C SMITH MODEL FOR PRIMARY SETTLER. 
C DICSTR ANU PKIS.TL MODELS OBTAINED FROM PAPER BY K.SMITH,W.CP.C.S. , 
C »P-20-B,CINCINNATI,OHIO.,MARCH,1968. 
C 
C SMITH HAS PROPOSED THE POLLOW INC RELATIONSHIP. 
C 
C PRPS=0.82*EXP(-CPS/X> 
C 
C WHERE,CPS=OVBHFLOW RATB FOR SETTLER! CPD/PT.*»2> 
C (^CHARACTERISTIC PARAMETER 
C J-'RPS=FRACTlON Op SOLIDS ENTERINC SETTLER WHICH ARE REMOVED 
C FROM THE MAIN STREAM AND PASS INTO UNDERFLOW. 
C 
C SMITH ALSO DEFINES A OUANTITY,URPS, AS THE RATIO OF INLET SOLIDS 
C CONCENTRATION TO UNDERFLOW SOLIDS CONCENTRATION. 
C 
C THE PROCESS STREAM VECTOR IS AS FOLLOWS, 
C 1. STREAM NUMBER. 
C 2. STREAM FLAC. 
C 3. FLOW RATEIMGD). 
C 4. SUSPENDED SOLIDS CONCENTRATION. 
C S. DISSOLVED BOD CONCENTRATION MC/L ) . 
C 6. SOLID BOD CONCENTRATION MG/L ). 
C 7. TOTAL BOD CONCENTRATION*MC/L t. 
C 8. VOLATILE SUSPENDED SOLIDS CONCENTRATION*MO/L ) 
C 
C THE EQUIPMENT VECTOR IS AS FOLLOWS, 
C 
C 3. DIAMETER OF SETTLINC TANK FT.> 
C 4. NO. OF TANKS. 
C 5. X(BOB) 
C 6. A CONSTANT*0.82) 
C 7.URPS 
C 8. XiSS) 
C 8. A CONSTANT*0.82> 
C 10. URPS 
C 
C********«SEPSIM COMMON AND DIMENSION DECK********* 
C 
C SUM ALL FLOWS IN. 

PAPER* 1,1 1=0.0 
DO 1 1*1 ,NIN 

1 PAPFRI 1 ,1 >=»PAPER< I , 1 >+STRMI( 1 , 3 ) 
DO 3 J«4,NSLNAX 
K . J - 2 
PAPER* 1 ,*> = 0 . 0 
DO 4 I = 1 , N IN 

4 PAPER* l , I » = PAPEK< 1,K > + STRMI( I , J >*STH«I( 1 , 3 ) 
J CONTINUE 

C 
C CALCULATE OUTFLOWS. 

PAPER* 2,J)aPAPl-R< 1 , 1 ) 
DO 6 I»4,NSLMAX 
1 * 1 - 2 
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C BEICHTEU MEAN CONCENTRATION. 
PAPFRI 2 . 1 >*PAPERI 1 , 1 > /PAPEkl 1 , 1 > 

6 CONTINUE 
C 
C START OP SETTLER CALCULATIONS. 
C 
C FIND CROSS-SECTIONAL AREA OF ONE TANK. 

PAPER! !,!)»! 3. 1416 >•( EM NE,3)*«2)/4. 
C 
C HULTIPLT BT NO. OF TANKS. 

PAPER! 1,2»=PAPEI« 1,1 )*EN! HE,4 > 
C 
C FIND CPS-OVERFLOV RATE. 

PAPER! 1,J)=PAPER! 2,3 )»l.E*06/PAPERI 1,21 
C 
C FIND FRPSIPAPER! 1,6)» 

PAPER! 1,4 )=-PAPERI 1,3)/EM HE, 5 > 
PAPER! 1,S)=FXP! PAPER! 1,4 1) 
PAPER! 1,6 MEN! HE, 6 I* PAPER! 1,S> 
PAPER! 1,7 )-l.-PAPER! 1,6 t 

C 
C PAPER! 1,8) IS TUB RATIO OF UNDERFLOW TO TOTAL FLO*. 

PAPER! 1,8 )*PAPER! 1,6 )/EN!NE,7 ) 
PAPER! 2,9)c-PAPEEI I, 3)/ EM NF.,8) 
PAPER! 2,9 I'EIfl PAPER! 2,9 ) ) 
PAPFR! 2,8 )=tN( NE,9)*PAPEPI 2,9 ) 
PAPER! 2,10 >* PAPER! 2,9 1/ EN! NE, 10) 
PAPER! 2, 10 >=! PAPER! 2,10 l + PAPER! 1,8) 1/2. 

C 
C SET NO. OF ENTRIES IN EQUIPMENT VECTOR PROM THIS SUBROUTINE 

EN! NE,2>=10. 
KEY! NE)»7 
DATA I NANEN! 7,1),I»1,10 )/'NO. •,'NTRt•,•DIA•,•NTKS',•BOO.•, 

••CST.','UHPS',•S.S.',»CST.«,*URPS</ 
C 
C OUTPUT CALCULATIONS. 

STKKCK 2,3 1-PAPER! 2,3)*PAPERI 2,10 ) 
STRUCK 1 , 3 ) ' P A P E R ! 2 , 3 >-SIKHOI 2 , 3 I 
DO 7 0 1 * 4 , M , 2 
Y\R*PAPERI 2 , P I 
I I I I . K 0 . 6 ) V A V » P A P b R I 1 , 6 ) 
STkHCX 1 , 1 )*I'APEK| 2 , 1 ) • ! l . - V A R l*PAPEB! 2 , 3 ) / b T B N O < 1 , 3 ) 
STRNOl 2 , 1 >«PAPERI 2 , 1 >*VAR *PAPER( 2 , 3 1 / S T R H O ! 2 , 3 ) 

7 0 CONTINUE 
S t k l i o l I , S ) = PAPER! 2 , S > 
STPUOI 2 , S ) * P A P E B I 2 , S > 
isTRMO! 1 , 7 > = SIR HOC l , 6 ) + S T M M O I 1 , 5 ) 
STRMOI 2 , 7 ) * S T P N O l 2 , 6 >*STRMOI 2 , 5 ) 

C 
RETURN 
END 

FIGURE 8-17. MODEL SUBROUTINE FOR A PRIMARY CLARIFIER 

We recommend eqn. (8-26) for modelling primary clarifiers where 

k is either evaluated from measurements on full-scale basins or through 

eqn. (8-28) from column settling data. If RTD data is available, eqn. 

(8-18) can be utilized if' k is obtained from settling data. Settling 

column experiments should be repeated using BOD and nutrient measurements 

so as to obtain separate k's for suspended solids contributions to BOD, 

phosphorus and nitrogen. 

8. 5 Thickener Models 

In this section we will deal with models for full-scale sludge 
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thickeners as well as for thickening that occurs in the sludge blanket 

of settlers. A problem immediately arises. Whereas the influent is in

troduced at one point in a thickener, it is spread over the entire sur

face of the sludge layer at the bottom of a clarifier. We will follow a 

(24) 

recent study by Tracy and Keinath who assume that this makes no dif

ference in the thickening operation. If we assume steady state in the 

thickener (again neglecting the effect of periodic draw off normally 

practiced for primary clarifiers), at any plane in the sludge layer 

M Q 
J = -7- - (v + u) M (8-31) 
u A z ' 

where J is the solids flux which consists of a contribution due to 
u 

settling (v = settling velocity) and one due to the bulk movement of the 

sludge (u = superficial withdrawal velocity) caused by withdrawing it at 

the bottom of the thickener. Equation (8-31) applies at the surface of 

the sludge blanket, thus, if we are interested in a simulation with a 
3 

specified withdrawal rate Q (ft /min) 

Mu = "b (vb + Q/A>/Q/A (8-32) 

According to Kynch's theory, the settling velocity at the top of the blan-
(25) 

ket (vO is uniquely determined by the concentration M. . Thus, if 

we can relate v. to K or if we have measured values of v , eqn. 

(8-32) provides a simulation model for a thickener. 

We pointed out while discussing the theory of thickening that 

sludge subsidence can be viewed as controlled by flow through a matrix 

of solids. There have been some attempts to calculate settling velocity 

theoretically from expressions for the velocity of liquids in packed beds 

f ^ •-. (25) r, u • 1 1 , (25) 

of solids . For chemical sludges, 

(24) 
v 'Tracy., K.D. and Keinath , T.M., "Dynamic Model for Thickening 

of Act iva ted Sludge", Paper, 74th Nat ional Meeting, A . I .Ch .E . , New Orleans 
(March, 1973) 

(25) 
v 'Scott, K.J., "Mathematical Models of Mechanism of Thicke

ning", Ind. and Eng. Chemistry Fund, 5_, 109 (1966) 
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(1 - 0 M)3 

= K - (8-33) 

has been used where K i s a cons t an t and <t is the r a t i o of l i qu id 
r n 

volume bound to a solid particle to the weight of the particle. M is a 

solids concentration (rag/1.). Other equations use an exponent of 2 in

stead of 3. If M = K , eqn. (8-33) gives the desired expression for 

( 7f\\ 
Dick and Ewing demonstrate that v depends on sludge layer 

depth for an activated sludge up to depths less than 7.5 ft. They derive 

an expression for the effect of depth (h) , 

v - —^r (8-34) 
D Be7M»> + h/(vj 

b max. 

where B and y are constants specific to a sludge. (v, ) is the 
D max • 

maximum interface settling velocity. This will be an initial velocity. 

It can be evaluated by settling tests made at more than one depth. 

General practice for thickener design is to measure settling 

velocities as sludge height vs. time. Normally, the measurements will be 

repeated. Applicability of Kynch's theory to a specific sludge can be 

checked by establishing whether the experimental sludge height vs. time 

curve for the lowest sludge concentration can be obtained from v, measure-

ments at increasing sludge concentrations . Figure 8-18 a), b) show 

sludge settling curves. The initial velocity is the slope at zero time. 

A simple empirical model for underflow concentration, quite 

similar to eqn. (8-32), has been proposed by Eckenfelder and his stu-
(27,28) 

dents 

Dick, R . I . and Ewing, B.B. , "Evaluat ion of Act ivated Sludge 
Thickening Theor i e s " , J . San i t a ry Eng. D iv . , Proc . A.S.C.E. j?3, SA4, 9 
(1967) 

v 'Edde, H.J. and Eckenfelder , W.W., J r . , "Theore t ica l Concepts 
of Gravi ty Sludge Thickening and Methods of Scale-up from Laboratory Units 
to Prototype Design", Tech. Rep ' t . EHE-02-6701, CRWR-15, Center for Research 
in Water Resources, Univ. of Texas (1967) 
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M /M u o = 1 + 

(W (8-35) 

set 

where Q is the flow to the thickener in suitable units and A is 
o set 

the surface area for the thickener. For the sludge blanket in a clarifier, 

M Q would be the mass (lbs) of dry sludge drawn off/day. D is a con

stant which relates blanket depth in the full scale unit to the depth in 

a batch test. It is a strong function of M . The exponent characterizes 

the sludge and is independent of the operation of the thickener. Edde and 

Eckenfelder 

0.75. 

(27) 
report values of n for sewage sludges between 0.25 and 

A number of models to describe thickening of compressed sludge 

have been proposed. The problem is that the so-called compression zone 

Figure taken from reference (27). 

( 2R\ 
'Eckenfelder, W.W. Jr., and Mancini, J.L., "Thickening of In

dustrial Sludges", Proc. 5th Texas Industrial Water and Waste Conf. (1965) 
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forms only a part of the sludge blanket. This is illustrated in Figure 

8-19 taken from Eckenfelder (3) 

X 
1 -

D
E

P
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I JHindertd 
| 1 Settling 

^ " ^ ^ 
N, 

IRoke Action X 

CLARIFICATION 
ZONE 

COMPRESSION 
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Depth 
of 

Studj* 
Blanker 

SLUDGE CONCENTRATION 

FIGURE 8-19. SOLIDS CONCENTRATION 
PROFILE IN A CLARIFIER* 

The compression zone models are useful as approximation if we 

recognize that they will contain constants which must be evaluated by 

fitting operating data. Thus, the "error" built in by applying the models 

to the entire sludge blanket rather than the compression zone can be taken 

up in the constant(s). 

The depth of the blanket in a thickener can be estimated from a 
(28) 

formula proposed by Eckenfelder and Mancini 

M Q 
h = 

BTbl 'M~Q-
(8-36) 

M set 

where T, is the holdup time in sludge blanket, M is the mean of the 

influent and underflow sludge concentrations and B is a constant. For 

a clarifier, the loading term is the mass of sludge withdrawn in the under

flow per unit time and unit clarifier surface area. 

^Figure taken from reference (3) with the kind permission of 
the publisher. 
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(29) 
On the assumption that subsidence is a first order phenomena , 

the relationship between sludge concentration and detention time is 

jf—sr - e " c (8 _ 3 7> 
as C 

where M is the critical solids concentration, that is the concentra-
c 

tion at the beginning of the compression zone, M is the maximum 
00 

solids concentration, t is the holdup time of sludge in the thickener 

before it enters the compression zone and t is the time in the zone to 

reach a concentration M. Using the form of eqn. (8-37), an approximate 

model for the underflow in a thickener or a clarifier would be 

M - M a ' 

M -
00 \ 

= B ' e K b i (8-38) 

i 

where B and k are constants dependent upon the sludge and the 
(27) 

thickener operation. Edde and Eckenfelder eliminate M and show 
00 

that full-scale thickener data is well correlated by 

M = P . . ( 8 - 3 9 ) 
u 1 - B' M.he • 3 ' T b i 

In the above equation, the constants B1, 3 must be established from 

operating data. 

Models are not widely used for thickener design. For simu

lation, we recommend the Eckenfelder and Edde equation, eqn. (8-35). 

The constants n, D in the equation must be evaluated from 

plant data. Other relations require information such as detention time 

and height or v which may not be available. 

8.6 Final Clarifier Models 

Progress on modelling final clarifiers has been rapid only in 

(29) 
'Roberts, E.J., "Thickening - Art or Science", Mining Eng., 

1, 61-64 (1949) 
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the last decade. We will review in this section just the empirical 

models which have been suggested for this unit. Models based on settling 

test data, discussed in a previous section, are applicable to final clari-

fiers as well as primary units. 

relation 

Smith and Eilers^ ' quote a study by R.V. Villiers for the 

A (v ) 
1 " f

D = — Z 2 (8-40) 
R Mm (T J P 

o v act' 

In this expression, M is the mixed liquor suspended solids (mg/1.) fed 
9 

to the clarif ier , v is the overflow rate as gpd/ft and T is the 
o oc act 

holdup time in the aerator in hours. From bench scale experiments, Vil

liers estimated the following values A = 556, n = 0.49, m = 1.8 and 

p - 0.44. 
(31) Planz correlated f data against loading. His correla-R 

tion may be expressed as 

1 - fR - CvQ (8-41) 

where C is a constant whose value depends on the activated sludge hand

led as well as the units used for v . 
o 

(32) 
Fan and his co-workers have made use of a model proposed by 

Takamatsu and Naito in their studies; namely, 

0C -8 T 
M = p(M ) e V s e t (8-42) 
e o 

' 'Smith, R. and Eilers, R.G., "A Generalized Computer Model 
for Steady State Performance of the Activated Sludge Process", FWQA Report 
No. TWRC-15, Cincinnati Water Research Laboratory, Cincinnati, Ohio (1969) 

(311 
v Planz, P., "The Sedimentation of Activated Sludge in Final 

Settling Tanks", J. Int. Assocn. of Water Pollution Research, 2, No. 1, 
80 (1968) 

' 'Fan, L.T., Chen, G.K.C., Erickson, L.E. and Naito, M., 
"Effects of Axial Dispersion on the Optimal Design of the Activated Sludge 
Process", Water Research 4, 271 (1970) 

\ 
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where T is the holdup time in the clarifier and p, n and fl a r e 

set 
constants. Values used in Fan's study were p = 2.1, & - 0.5. In an 

(33) 
earlier paper , the relation used is somewhat more complex, 

M = M - r^ (1 " 0.81 e"1,2D2) pMtt (8-43) 
e o h o 

or 

pvL M i 9n 
f = 2 (1 . o.81 e

 i'zuz) (8-44) 

In these equations v is the mean- settling velocity of the activated 

sludge, L is the tank length (a rectangular tank is assumed), h is 

the effective depth and D is a dispersion coefficient which can be 

crudely estimated from tracer curves as described in the section on Theory. 

(34) Recently, a U.S. report has proposed a group of empirical 

models based on full-scale plant tests. For the overflow, 

M . »Q° < W > M « * (8.45) 

where the term (S Q /MV) is the BOD loading in the aerator, e.g. v o xo act , 
lbs. of BOD/day/lb. of MLSS, and M , v and T are as defined pre-

O O £LC C 

viously. BOD loading and holdup time in the aerator (T ) are included 

to allow for sludge age which determines the settling characteristics of 

the sludge. 

The underflow from a final clarifier is frequently assumed to be 

given by the sludge volume index: 

M = UL (8-46) 
u SVI 

^ 'Naito, M. , Takamatsu, T. and Fan L.T., "Optimization of the 
Activated Sludge Process-Optimum Volume Ratio of Aeration and Sedimenta
tion Vessels", Water Research 3, 433 (1969) 

^ \ex Chainbelt Inc., "A Mathematical Model of a Final Clari
fier", Water Pollution Control Research Series No. 17090 FJW, E.P.A. 
(Washington, D.C., 1972) 
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where M is in units of mg/1. The index is the volume in millilitres u ° 

(ml.) occupied by 1 gm. of sludge after a settling time of 30 minutes in 

usually a l l . graduate. It is given by the formula 

% settleable solids (30 min.) x 10,000 
M o 

where the units of the suspend solids (MLSS) influent to the clarifier 

are mg/1. The index is sometimes referred to as the Mohlman SV1. Equa

tion (8-46) is the basis of the Rex Chainbelt formula. SVI data from 

full-scale final clarifier were correlated against the fraction of vola

tile suspended solids in the MLSS and the BOD loading as lbs. BOD/day/lb. 

MLSS to give 

. X ,0. S Q 3 

svi - c(-^-) (i£-) (8"47> 
^ e act ^ •'act 

Consequently, 

M" = CVM/ C'(VL)B 
6 e act V MV y 

act 

The Rex Chainbelt report^ ' suggest C = 540, C' = 1850, a = 4.4 and 

3 - 0.21. 

In our SEPSIM and WATCRAP-PACER studies at Waterloo, only the 
Villier relation (eqn. (8-40)) was tested. It was found to be unsatis
factory, f was either specified and thereby treated as a model para-

R 

meter or it was estimated using the simple kinetic models discussed in 

the primary clarifier section. M was always calculated as a fixed mul

tiple of M . Smith and Eilers report that the Planz and Rex Chainbelt 
° (30) 

models also are not satisfactory . In this curious situation in which 

none of the models proposed is universal, we recommend that settling data 

models (section 8.5) should be used for design. Since it is well esta

blished that the sludge age (controlled by operation of the aerator) has 

an important influence on settling in the final clarifier, we recommend 
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using eqns. (8-45) and (8-48) for simulation. The constants in the equa

tions, however, should be determined from plant data. 

8. 7 Design Models 

The objective in design is to achieve some specified perfor

mance at the least possible cost. In principle this should be accomplished 

through optimization involving all variables in the system. So many vari

ables are involved in even simple systems that this is a staggering task 

without digital computers and a difficult one even using them. Instead 

of attempting to achieve a global optimization, designers break up waste 

treatment systems into units. Each unit is designed more or less inde

pendently of the rest of the system. To "break" the system in this way, 

a performance must be specified for each unit. The individual units are 

themselves complex so current design practice is to break these down into 

components through specifying the performance of each component. Specifi

cations are based frequently on extensive experience so that this frag

mented design procedure often achieves a surprisingly good sub optimal 

system. 

We will refer to the specification just described as design 

parameters and use (DP) to represent them. Use of design parameters does 

not completely remove economic considerations from design. Cost considera

tions still determine which rake system to use for sludge collection even 

though the decision on clarifier size and slope of the bottom will be made 

using design parameters without direct reference to cost. 

Turning now to the subject of this chapter, we will discuss 

clarifiers first. Considering the function of clarifiers, the logical 

design parameter would be M , the concentration of suspended solids in 

the overflow. In Canada, the design of treatment plants is controlled by 

provincial authorities. Such control is usually exercised through speci

fications for the process units. Ontario, for example, makes use of 

"Standards for Sewage Works" prepared by the Upper Mississippi River Board 

of Public Health Engineers and the Great Lakes Board of Public Health 

Engineers. The specifications for clarifiers are stated in terms of over

flow rate as shown in Table 8-1. 
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TABLE 8-1. ONTARIO OVERFLOW RATE SPECIFICATIONS FOR CLARIFIERS 

Unit Size Overflow Rate 

(M3D) (gpd (U.S.)/ft2) 

Primary Treatment < 1 600 

> 1 can exceed 600 

Secondary Treatment 

Primary Unit 1,000 

Final Unit (act. sludge) > 2 1,000 

< 2 800 

(trick, filter) — 800 

Weir loading limits are given as well as clarifier depths. The conse

quence of 

parameter. 

quence of these specifications is that M functions as a "weak" design 

Nonetheless, it is advisable to check the performance of clari-

fiers either through simulation using the v specification to see if 

M values are reasonable or by using M as a design parameter and 
e e 

checking if the v calculated exceeds the specification. M is "weak" 

in the sense that an overriding specification may be encountered. 

The models in the clarifier sections were set up for simulation. 

If, however, v is wanted rather than M , the models can be solved 
' o e 

for v instead of for f or M . For example, eqn. (8-27), the simple 

kinetic model, can be solved for v to give 
o 

v = ^ h
/ M N (8-49) 

o In (M /M ) 
o e 

which would be a "design" model. Rearrangement of the settling velocity 

models, such as eqns. (8-10) or (8-15), to solve for v is also possible, 

All these models contain h, the effective depth, which then must be spe

cified as a design parameter. 

Once v is available, the surface area of the clarifier is 
o 
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easily calculated from the design flow rate. Weir length and design do 

not appear in clarifier models. They must be set by experience within 

the limits specified by the "standards". 

Overflow performance dominates clarifier design. For final 

clarifiers, however, the underflow solids concentrations are important 

and M may serve as a second design parameter. Unfortunately the em

pirical model for M , eqn. (8-48), is of little use for clarifier design 

because it is written in terms of variables operative in the aerator. 

Thus, the model must be considered in aerator design. Thickener equations 

are written in terms of M and sludge blanket variables. Equation 
u 

(8-39), for example, relates M to blanket height and holdup time. 

Treating holdup time as a design parameter, permits an estimate to be 

made of the blanket height and, with height available A can be checked 

to see if it is reasonable. Sludge holdup time and M , therefore, 

under some conditions could fix clarifier surface area in place of the 
v specification or M . 
o e 

Thickener models can be used to calculate thickener surface 

areas as we have just indicated. Like clarifiers, thickener depths are 

constrained by practice so depth is not an important design parameter. 

In practice, thickeners are not designed from mathematical models but 

rather directly from blanket height vs. time data or initial interface 

velocity vs. solids concentration data. The procedures estimate a criti

cal settling velocity and use the solids concentrations at the critical 

point to calculate a limiting mass flux or they estimate the flux graphi

cally. The flux sets the thickener area. Although these procedures could 

be computerized, the resulting subroutines would be tedious to develop and 

probably quite long. For most purposes, the graphical operations could be 

performed apart from a computer run. Only the flux or the settling velo

city obtained would be entered. The thickener area from this starting 

point can be calculated through a few simple statements. 
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9 ACTIVATED SLUDGE SYSTEMS 

The activated sludge process is by far the most frequently 

employed method of secondary treatment in Canada, both in terms of the 

number of installations and in terms of the total volume of wastes 

treated. Developed in 1914 in the U.K. from fill and draw aeration - a 

batch process - it has undergone considerable change. A variety of de

signs for contacting the waste and biomass having widely different 

contact times are currently used. Many of these designs are recent; the 

result of a large and continuing research effort on the basic process. 

Curiously the name - activated sludge - is drawn from the 1914 discovery 

that the sludge remaining in the aeration tank after drawing is "active" 

and if left in the tank accelerates the oxidation of the next batch. 

In most treatments of the process, the secondary clarifier is 

discussed together with the biological reactor. From a modelling stand

point, the two parts of the process are quite different. Thus, we have 

separated them and we discuss clarifiers in Chapter 8. 

Many phenomena are important in activated sludge systems ranging 

from cellular biology to hydrodynamics. Although in some cases the be

haviour of the process is governed by just a few physical or biological 

processes, we must look at all the phenomena for the purposes of general 

modelling. In this chapter, we review briefly the operation of activated 

sludge systems; we then turn to the phenomena occurring in the process, 

and finally we list and discuss models for different steps in the process. 

The sum of the step models constitute the model for the entire process. 

Our objective in the chapter is solely the presentation of the models. 

The "introductory material" is intended to provide background for the 

choice of a particular model among a group of possible models, understan

ding of what the model represents, and, of course, understanding for the 

proper application of the model. All of the "introductory" material has 
(1-4) 

been taken from standard texts , as indeed have many of the models. 

Eckenfelder, W.W., Jr. and O'Connor, D.J., "Biological Waste 
Treatment", Pergamon Press (New York, 1961). 

(2) 
'Eckenfelder, W.W., Jr. and Ford, D.L., "Water Pollution Con

trol", Pemberton Press (Austin, Texas, 1970). 
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9.1 Operation 

The function of the activated sludge system is to remove colloi

dal and soluble biodegradable organic matter from a waste stream. It can 

be a most effective system. Reduction of the remaining BOD after clarifi

cation of 85 to 90 percent is routine. The system operates through a 

suspended biomass which feeds on the wastes, converting a portion to 

cellular matter and oxidizing the remainder. Through these steps, some 

of the organic, nitrogen is released as nitrites or nitrates, and some of 

the organic phosphorus is solubilized. 

In the conventional process, waste water and return sludge enter 

at one end of a long narrow tank. This mixture, called the mixed liquor, 

flows longitudinally through the tank in a spiral pattern induced by the 

diffused air aeration system. Modern designs introduce partitions into 

the tank with flow either over or through subsurface openings. This 

splits the process into stages. Mechanical aerators have replaced the 

diffused air systems. Figure 9-1 shows a typical activated sludge system 

with partitioned tanks. 

Modifications of the basic process are shown in Figure 9-2. The 

basic differences occur in the point at which the primary effluent is 

introduced into the aeration tank and mixed with the return sludge, mixing 

characteristics in the tank and whether aeration of the return sludge 

prior to contact with the incoming waste is used. 

Aeration of the return sludge has been practiced for many years. 

Originally, reaeration was used to keep the return sludge aerobic. A 

small tank was used, and in some cases, digester supernatant was intro

duced into this tank instead of directly into the main contactor. Contact 

stabilization is a reaeration system. However, this variant is based on 

observations that the soluble fraction of the organic material in waste 

water is almost entirely removed after just short contact times. There

fore, in this variant, the primary effluent is mixed with the return 

(3) 
"Biological Waste Treatment", Notes for a course at the Uni

versity of Waterloo (July, 1967). 
(4) 
'Eckenfelder, W.W., Jr. and McCabe, Joseph (Editors), 

"Advances in Biological Waste Treatment", MacMillan Co. (New York, 1963). 
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FIGURE 9-1. EMPTY PARTITIONED ACTIVATED SLUDGE TANKS 
SHOWING A STAGED PARALLEL ARRANGEMENT 

reaerated sludge for about thirty minutes to two hours. This is long 

enough to reduce soluble organic matter to a desired effluent concentra

tion. Colloidal and particulate matter are also incorporated into the 

activated sludge floe particles in the contact zone. The sludge solids 

are separated in the final clarifier and the concentrated sludge is re-

aerated prior to its return for an additional two to four hours in the 

stabilization or reaeration tank. In some plants, the stabilization zone 

and the contact zone are not physically separated (see Figure 9-2). 

Step aeration distributes the waste across the tank (Figure 9-2), 

and, in this way, permits operation at the highest BOD reduction rates. 

Consequently, BOD removal per unit aerator volume is high. Level of BOD 

in the effluent, however, tends to be higher and nitrification does not 

take place. 

The completely mixed variant is used extensively in laboratory-

scale units to evaluate the parameters which affect the activated sludge 

process. Recently, this variant has been installed for the treatment of 

municipal and industrial wastes. In the system, the concentration of oxy

gen and of the substrate is uniform throughout the tank. Control of the 

oxygen level is improved, and the system is relatively resistant to shock 
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FIGURE 9-2. CONTACTING VARIATIONS OF ACTI
VATED SLUDGE SYSTEM* 

loading since the influent is distributed uniformly throughout the tank. 

Extended aeration is a modification of the basic activated 

sludge process which is characterized by relatively low organic loadings. 

Contact time is long so that the sludge produced during biodegradation is 

also stabilized. Nonbiodegradable solids tend to accumulate so some 

sludge must be wasted periodically. A flow sheet would show just a con

tactor if sludge is wasted to the receiving stream, or it would look like 

Figure taken from reference (6). 
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the conventional process (Figure 9-2) except that the underflow from the 

clarifier is not recycled. 

Comparison of the variants as full-scale plants is practically 

impossible because conditions of the sewage or plant operation are never 

identical. Laboratory scale comparisons of contact stabilization with 

the conventional process at the same loading rates show essentially the 

same effluent BOD levels (5) 

A wide variety of aeration devices are now in use. Older 

installations employ porous plate diffuser or pipe sparger with fine 

holes. Air is compressed and is forced through the plate or holes genera

ting a cloud of fine bubbles. Locating the diffusers eccentrically (see 

Figure 9-3 - bubble aeration) initiates an air lift which results in a 

spiral flow pattern. This pattern mixes the vessel contents and keeps 

mDElfe] 
WITHOUT 'DRAFT TUBE WITH "DRAFT TUBE 

CONE AERATION 

MAMMOTH ROTOR AERATION 

FIGURE 9 - 3 . TYPICAL AERATION SYSTEMS 
OF ACTIVATED SLUDGE UNITS* 

' " W a t e r P o l l u t i o n R e s e a r c h " , D e p t . S c i e n t . and I n d u s t . Re
s e a r c h , H.M. S t a t i o n a r y O f f i c e (London, 1 9 6 7 ) , a l s o 1968. 

* F i g u r e t a k e n from r e f e r e n c e ( 6 ) . 
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the biomass suspended. Depletion of oxygen in the fine bubbles makes the 

gas phase mass transfer resistance important. The need for compressors 

raises capital and operating costs. However, use of oxygen in place of 

air appreciably improves the performance of these systems and may keep 

existing units in operation despite higher operating costs. 

Newer units use turbine or pump-type aerators or surface de

vices. Two types of surface devices are shown in Figure 9-3. The effi

ciency of the cone aerator is controlled by the depth of immersion of the 

rotor, r.p.m., and the use or absence of draft tubes. Maintaining a good 

suspension can be a problem with surface aerators. A high level of tur

bulence is required. Consequently, the device must be designed to deli

ver some minimum horsepower per unit volume of the tank. Draft tubes are 

often used to improve mixing and prevent sludge deposits. 

Brush aerators may be of the mammoth type shown in Figure 9-3. 

The more popular choice is a cage-type rotor. This rotor forms a sheet

like spray with excellent oxygen transfer properties. 

Pump aerators work on the Bernoulli principle. Air is drawn 

into the liquid in the "eye" of the pump. Intimate mixing occurs in the 

casing and the discharge nozzle. An alternative arrangement is to use a 

turbine (for mixing) and a coarse holed ring sparger as shown in Figure 

9-4. The turbine shatters the large bubbles leaving the sparger to form 

the desirable bubble cloud. 

FIGURE 9-4. TURBINE-SPARGER AERATION* 

Figure taken from reference (4) with the kind permission of 
the publisher. 
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"Design Guides for Biological Wastewater Treatment Processes' 

quotes oxygen transfer efficiencies (lbs 0 transferred/HP-hr) for cone-

type aerators that are 50 - 100 percent higher than values for plate or 

sparger diffusers. 

9.2 Theory 

From the previous section, one can surmise that the phenomena 

involved in the activated sludge system are hydrodynamics which controls 

mixing, mass transfer of oxygen and a myriad of physical and physiological 

phenomena controlling the composition of the biomass and the rate at which 

it consumes organic matter. We will begin with a discussion of the bio

mass and how it functions to remove wastes. We will consider mixing next 

and finally deal with oxygen transport. 

Eckenfelder succinctly describes the removal process. 

"BOD removal from a waste by a biological sludge may be consi

dered to occur in two phases, an initial high removal of suspended, col

loidal, and soluble BOD, followed by a slow progressive removal of soluble 

BOD. Initial BOD removal is accomplished by one or more mechanisms, de

pending on the physical and chemical characteristics of the organic mat

ter. These are: 

(a) Removal of suspended matter by enmeshment in the biological 

floe. This removal is rapid and is dependent upon adequate mixing of the 

waste with sludge. 

(b) Removal of colloidal material by physiochemical adsorption on 

the biological floe. 

(c) A biosorption of soluble organic matter by the microorganisms. 

There is some doubt as to whether this removal is the result of enzymatic 

complexing or a surface phenomenon and whether the organic matter is held 

to the bacterial surface or within the cell as a storage product or both. 

The amount of immediate removal of soluble BOD is directly proportional 

to the concentration of sludge present, the sludge age, and the chemical 

"Design Guides for Biological Wastewater Treatment", Water 
Pollution Control Research Series, 11010 ESQ, 08/71, U.S. Environmental 
Protection Agency (Washington, D.C., 1971) 

' ^Eckenfelder, W.W., Jr., "Biological Treatment of Waste Water", 
Adv. in Hydroscience, Vol. 3, Academic Press (New York, 1966) 
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characteristics of the soluble organic matter." 

The floe that accomplishes the functions mentioned above is a 

complex bio system consisting primarily of bacteria. Many of these con

tain a slimy outer surface which permits them to attach one to another 

and thereby form the floe structure. These bacteria were at one time 

referred to as Zooglea Ramigera, but it is not a single species. Bac

teria that predominate in the floe are Bacillus and Micrococuss which are 

sugar feeders. Proteus, again a sugar feeder, is present as well as Es

cherichia and Pseudomonas. Nitrosomonas and Nitrobacter which feed on 

ammonia salts and nitrites are found. Algae, such as Clorella, are also 

present in the floe. If the pH drops appreciably below 7, fungi become 

prevalent, and yeasts appear. 

Higher organisms are present in the floe giving rise to preda-

tion, commensalism, synergism, etc. Protozoa are attached to the floe 

grazing on the bacteria, but they may also ingest colloidal matter en

trapped in the floe. Rotifers are also found. They too are capable of 

feeding on matter in the floe as well as predation. The highest organisms 

encountered in a healthy aerobic sludge are blood and sludgeworms. 

Disregarding the predatory chain for the moment, the floe orga

nisms convert the waste materials as indicated in Figure 9-5. End pro

ducts can range from carbon dioxide and water, ammonia, nitrites or nit

rates, phosphates to simple organic molecules such as organic acids and 

amines. A crude estimate is that about one-third of soluble BOD consumed 

is employed to supply energy required by the microorganism while the re

mainder is converted into cellular matter. The process can be written: 

Organic material + 0 + NH + P b a c t e r i a -. N e w C e l l s + QQ^ + ̂ 0 (9-1) 

(C H? N02)10P 
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FIGURE 9-5. CONVERSION SEQUENCE IN 
THE SLUDGE FLOC * 

Cell composition is represented as (Ce.H7NO-)1 _P. 

With a specific substrate such as glucose, the two ways of 

waste conversion can be represented stoichiometrically as, 

Respiration 

C6H12°6 + 6 0 2 6 C02 + 6 H20 (9-2) 

Synthesis 

glucose: 

5 C6H1206 + 6 NH4
+ *- 6 C5H?N02 + 18 H20 + 6 H

+ (9-3) 

Assuming a yield coefficient of 0.5 moles microorganisms/mole 

C6H12°6 + °'5 N H4 + 3'5 °2 * - ° - 5 C5H?N02 

+ 3.5 C02 + 5 H20 + 0.5 H (9-4) 

The three reactions mentioned in the quotation from Eckenfelder 

occur rapidly once the biomass and primary effluent are mixed together 

(Figure 9-6). Biosorption of soluble organic matter is probably best 

treated as an equilibrium phenomenon so that some of the matter remains 

in the liquid phase. Biosorption will be selective whereby substances 

* Figure taken from reference (3). 
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will be preferentially removed. It is widely accepted that most of the 

enmeshed and adsorbed suspended and colloidal matter must undergo sequen 

tial breakdown into smaller soluble molecules to be assimilated into the 

bacterial cells. Extra cellular enzymes excreted, perhaps, by the cells 

are assumed to be responsible for the breakdown. Eckenfelder believes 

that the rate of synthesis, that is, cell growth and reproduction, is 

controlled by the breakdown steps 

Time 

FIGURE 9-6. REMOVAL OF BOD FROM 
DOMESTIC SEWAGE BY THE ^ 
ACTIVATED SLUDGE PROCESS 

We are not able to distinguish among the soluble species present 

in the mixed liquor. Indeed, we can only measure the sum of the species 

and even this only imprecisely as total organic carbon or BOD. Thus, the 

interaction of equilibrium biosorption and production of soluble matter by 

breakdown makes it appear as though organic matter is removed by some 

simple rate process at least after the initial sharp drop in BOD due to 

adsorption. This behaviour is shown in Figure 9-6 and by the S curve in 

Figure 9-7. 

Soluble organic matter initially removed from solution or ob

tained from breakdown is assimilated by the cell as a surface complex or 

as a cellular storage product. This material is then used by the cell 

* Figure taken from reference (7) wi,th the kind permission of the 

publisher. 
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for synthesis. Initially, when concentrations of BOD are high, the rate 

of synthesis is not limited by substrate availability so that a constant 

and, indeed, maximum rate of cellular growth is obtained. 

When the cell mass reaches a maximum (B in the figure), the 

sludge floe still contains unassimilated organic carbon. Cell composi

tion can be approximated as C,H NO.,(CH 0) . Cell synthesis continues 

at a maximum rate until the excess CH„0 (Carbohydrate) in the cell is 

depleted by conversion into cellular mass. Cell composition then is 

approximately Cc.H7N0„. Cell nitrogen continues to build up after cell 

mass stops increasing because of this carbohydrate conversion. 

> 

UJ 

> 

UJ 

-lienor orowth £ • £ £ • • K-
• Linear 8 0 0 r«mo»ol-

•*Hf-

Otcllnktg 
growth 

fi#e lining _ ^ 
rtmoval 

-EMogwMM ptMM-

FIGURE 9-7. SCHEMATIC REPRESENTATION OF BOD 
REMOVAL, SLUDGE GROWTH, AND SLUDGE 
OXIDATION.* 

Beyond D, autooxidation results in a decrease in both cell 

weight and cell nitrogen. The concentration of BOD, S , is the equili-
CO 

brium concentration from solubilization of cellular constituents in auto

oxidation. This is the region of endogenous respiration. The cells are 

Adapted from reference (7) with the kind permission of the pub

lisher. 
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now consuming cell protoplasm to meet their respiratory energy require

ments. Once the available protoplasm is sufficiently reduced, the cells 

die. Autooxidation may be represented as, 

(C H NO ) P + 0 >-C02 + H20 + NH + Polysaccharide-like 

material (9-5) 

Figure 9-7 also shows the rate of oxygen utilization. The rate 

depends on cell synthesis and respiration. While the cells are growing, 

up to C in the Figure, synthesis dominates. During this phase, there is 

adequate organic matter so the synthesis rate proceeds at its maximum 

value for the substrate-cell system. The oxygen utilization rate is con

stant. Once the synthesis rate decreases and respiration becomes dominant, 

the utilization rate drops. 

Cell synthesis requires nutrients and trace minerals of various 

types. The latter are normally available in most any waste. However, 

nutrients occasionally must be supplied with industrial wastes. 

Ammonia utilization for synthesis is shown in eqns. (9-1), (9-3) 

and (9-4); ammonia is also released in autooxidation as shown in eqn. 

(9-5). Autotrophic bacteria, specifically Nitrosomonas, consume ammonia 

and discharge nitrites as waste products. Nitrites in turn are consumed 

by Nitrobacter to form nitrates. Nitrates can be used as well as NH_ for 

cell synthesis. 

The complete nitrogen cycle is shown in Figure 9-8. If autooxi

dation occurs, the net effect of the autotrophic species is to convert 

ammonia and organically-bound nitrogen to nitrates. Most variants of the 

active sludge process accomplish a high level of nitrification. 

Autooxidation discharges phosphorus as ortho-phosphate; conse

quently, the activated sludge process also converts organically-bound 

phosphorus to phosphate. 

Widespread interest in nutrient removal has led to research on 

modification of the activated sludge process to achieve phosphorus-nitro

gen removal. Facultative species in the floe are capable of using nitrates 

as an oxygen source giving off nitrogen and a small amount of N_0 as 

waste products. Thus, denitrification can be accomplished once autooxida-
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OXIDATION PROCESSES* 

tion has occurred by letting the biomass go anaerobic. Bypassing of a 

portion of the primary effluent to this stage provides substrate for the 

facultative organisms. Nitrogen gas generated, unfortunately, tends to 

float the floe and interferes with clarification. 

Clarification or secondary settling is an important element of 

the activated sludge system. A high biomass concentration should be 

maintained in the aerator so sludge recovery is necessary. With roughly 

two-thirds of the BOD removal through cell synthesis, cells must be re

moved from the effluent and wasted if the BOD reduction is to be realized. 

Clarification depends on effective flocculation of the sludge, and a 

density and sludge structure which will provide rapid settling and thi

ckening. Eckenfelder , quoting a 1963 Ph.D. thesis, states that floccu

lation results from the production of a polysaccharide slime layer on the 

"Zooglea Ramigera" whose sticky surface causes adherence of adjoining 

organisms. Flagelettes are also entrapped. Apparently, slime formation 

does not occur in the maximum growth rate region (A-C in Figure 9-7). 

"Starvation" conditions are required so good flocculation is associated 

with the declining growth stage (region C-D); that is, higher sludge age 

and low food - to biomass ratios. 

Taken from reference (7) with the kind permission of the pub
lisher. 
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Low density or "bulking" sludges are associated with the presence 

of high levels of filamentous fungi and algae in the bioraass. High dis

solved oxygen and substrate levels in the biomass promote the growth of 

fungi and algae. On the other hand, anaerobic conditions can lead to a 

dispersed floe with some wastes. If autooxidation proceeds appreciably, 

carbohydrate material associated with the bacteria is completely consumed, 

and the floe disperses. Figure 9-9 summarizes these floe condition 

effects. Scales are not given (with the exception of sludge loading where 

domestic sewage is assumed), since they depend on the waste and acclimati

zation of the biomass. 

FILAMENTOUS GROWTH 

/ - /• 
DISPERSED 
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FLOCCULATED 

ORGANISMS DISPERSED FLOC 

BOD REMOVAL 
EFFICIENCY 

DESIGN 
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EXTENDEO 
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FIGURE 9-9. BEHAVIOUR OF SLUDGE CONDITION INDI
CATORS WITH OPERATING PARAMETERS * 

Sludge age, in Figure 9-9, is the ratio of the mixed liquor sus

pended solids (MLSS) in the aerator to the weight of sludge wasted per 

day. Sludge density is measured by the Sludge Volume Index (SVI) defined 

as the volume (ml.) occupied by 1 gm of dry sludge after thirty minutes of 

settling. 

To reach high BOD removal levels in activated sludge units, 

short-circuiting of raw primary effluent through the aerator must be 

* Figure taken from referen 
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avoided. The size of units will be smaller if there is no backmixing, 

that is, mixing of the low BOD effluent with the incoming waste. Both 

conditions are met if the flow moves through the tank, as a slug. This 

type of flow is known as plug flow. We met the concept in the previous 

chapter. Plug flow is a limiting and ideal case of contacting pattern, 

that is, type of macro mixing. The other limiting case is complete 

mixing, also called perfect backmixing. In the latter case, the BOD 

level and MLSS concentrations would be uniform throughout the aerator. 

The degree of macromixing is easily measured by adding a slug 

of an inert, non-consumed tracer at the inlet of the vessel and observing 

the tracer concentration in the outlet as a function of time (see Chapter 

8). The behaviour we would observe is shown in Figure 9-10 for perfect 

backmixing, plug flow and for an intermediate level of macromixing. 

Theta (9) is dimensionless time. It is the ratio of time of the observa

tion to the nominal holding time (T) where T = V*/Q. V is tank volume 

while Q is flow rate, both expressed in the same volumetric units. If a 

unit amount of tracer is injected at the start of the experiment, the con

centration of tracer leaving at each time is a form of the residence time 

distribution function known as the exit age distribution (E(t) or E(9)). 

It expresses the probability that an element of fluid entering a vessel at 

zero time will leave between times t and t + At. 

Perfectly mixed flow Plug flow Intermediate mixing 

E(8) * C(8) 

1 -

v i e e 

FIGURE 9-10. TRACER CURVES FOR VARIOUS CONTACTING PATTERNS 
OR MACROMIXING CASES* 

Figures taken from reference (8) with the kind permission of 
the publisher. 

Wriimmelblau, D.M. and Bischoff, K.B., "Process Analysis and 
Simulation", John Wiley (New York, 1968) 

E($) = C(8) E(8) * C(6) 

A 
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Flow through vessels will be normally represented by the inter

mediate case shown in Figure 9-10. Poor contacting patterns such as 

short-circuiting (by-passing) and dead space (that is, the presence of 

poorly irrigated regions in the aerator) can be identified from the shape 

of the exit age distribution as may be seen in Figure 9-11. 

(a) 0 ea 1 

e 

(a) (b) 

FIGURE 9-11. TRACER CURVES SHOWING THE EXISTENCE OF SHORT CIRCUITING 
(a) AND REGIONS OF LOW CIRCULATION (DEAD SPACE) (b)* 

Intermediate macromixing cases, which are normally encountered, 

can be handled in two ways: 1) a continuous model in which backmixing is 
2 

represented by a dispersion coefficient, D (ft /hour); 2) a staged model 

is which each stage is perfectly backmixed. Both D and the number of 

stages (n ) measure the level of mixing. If D = 0 or n = °°, there is 

effectively no backmixing and the tracer curve becomes identical to the 

plug flow case in Figure 9-10. Since both types of models may be used to 

represent mixing, there must be a relation between n and D. This re

lation is, 

r - 2 «5E> - * & ) 2 [i - e*p (- a , ] (9-6) 

If D/uL is small, the second term can be neglected, so 

Figure taken from reference (8) with the kind permission of 
the publisher. 
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% * \ if) (9-7) 

where L = length of the vessel; u is the mean velocity through the 

vessel. 

In modern partitioned aerators each cell has one or more mecha

nical aerators which provide a high level of mixing. Measurements in the 

Kitchener treatment plant indicate each stage can be taken as perfectly 

backmixed. Thus, a staged model for the aerator would seem to resemble 

the real situation. However, the continuous model might be chosen for 

computational reasons. Mixing between stages seems to exist so that the 

number of stages in the model will always be less than the number of real 

cells in a cascade. 

Macromixing expresses large-scale mixing patterns. The velocity 

of the fluid referred to stationary coordinates and the level of mixing, 

both at a point are also important. Velocities must be sufficient to keep 

the biomass in suspension. This is rarely an important consideration with 

diffuser or sparger systems which generate spiral flow; only in bad design 

resulting in poorly irrigated regions do such problems arise with mechani

cal aerators. Fine mixing or micromixing, on the other hand, is impor

tant. This type of mixing results in transport of dissolved oxygen from 

the gas-water interface to the floc-water interface where it is utilized 

by microorganisms. It is also the mechanism responsible for circulating 

substrate-laden water to the floe. 

Micromixing is associated with the fine scale turbulence at a 

point in a vessel. Turbulence is induced by fluid motion past surfaces 

or motion where direction changes. The theory is far too complex to 

summarize in the space we have available. Since turbulence is a mode of 

energy dissipation, it is probably best correlated by work input/volume 

of fluid. For design, there is a minimum value of power input per volume 

of cell necessary to achieve a sufficient level of micromixing. 

'Silveston, P.L. , "Use of Residence Time Distributions for 
Design of Aerobic Waste Treatment Units", Proc. 1st Annual Symp. Water 
Pollution Res., (Univ. of Waterloo, 1966). 
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Oxygen requirements in the activated sludge process depend, as 

already indicated, on the rate of cell synthesis and upon the cell res

piration requirements. Transport of oxygen to the individual organisms 

is a complex, multi-step process. These steps are transport: i) through 

a gas film at the air-water interface; ii) through a water film surroun

ding a bubble or bordering a surface into the bulk of the liquid; iii) 

through the liquid from the region of the gas-water interface to a floe; 

iv) through a water film surrounding the floe; v) diffusion in the floe 

to an individual cell where oxygen is actually consumed. Even though not 

all of the steps must be considered, the resulting expression would be 

still too difficult to employ. Instead, an empirical approach is taken. 

The rate of transfer of oxygen from air to the water by analogy to trans

fer of charge in a potential field is written 

$L = KLA (C - CL) (9-8) 

where fiC i s the pounds of oxygen t r a n s f e r per u n i t t ime; A i s the e f f ec 

t i v e area of the gas - l i qu id i n t e r f a c e ; K i s a mass t r a n s f e r c o e f f i c i e n t 
Li 

and C - CT is the concentration driving force. The driving force must 
g L 

be expressed in a single set of units, such as mg/1 even though gas and 

liquid phases are involved. To do this, a solubility relation for oxygen 

in water is invoked: 

% - H C
g . ( 9 " 9 » 

where p is the partial pressure of oxygen in air, C is the oxygen 

concentration in the liquid at equilibrium and H is a proportionally 

constant often called Henry's Law constant. From eqn. (9-9) 
o , 

at one atmosphere and 20 C, C =9.2 mg/1. Thus the maximum driving 

force for oxygen transfer to water is less than 10 mg/1. This is low and 

means that oxygen transport flux will be small. If the oxygen require

ment is large, then the area of the gas-liquid interface must be made very 

large. High interfacial area is a key factor in the choice of diffusers 
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and surface aerators for this reason. 

The small driving force simplifies the analysis of oxygen 

transfer somewhat. Transport through the air side film (step i)) will 

be relatively fast since air is 20% oxygen. Thus, this step can be neg

lected. Similarly, the turbulence level in an aerator is usually suffi

ciently high so that transport through the bulk of the liquid via mixing 

processes is rapid. Consequently step iii) can also be neglected. Tur

bulence also prevents large floes from forming. Small floes, then, in a 

well mixed aerator will exhibit large surface areas so that even though 

the driving force for step iv) is small, the net transport will be large. 

Small floes also mean short diffusion paths to reach the interior of the 

floe making step v) unimportant. For these reasons, the important step 

for oxygen transport in many types of aeration systems is step ii) -

transport through the liquid side film. 

A good deal of attention has been paid to the presence of sur

face active agents (soaps) in waste and their depression of the mass 

transfer coefficient K . Surface active agents probably influence K 
la ii 

by thickening the film at the gas-water interface and damping out turbu

lence near the interface rather than by adding an interface "resistance" 

to oxygen transport. The theoretical analysis of the effect of these 

agents is just about impossible so the common practice is to introduce a 

correction factor ft into Equation (9-8) to allow for surface active 
3 

agents. This factor depends on mixing intensity (HP/ft ) as well as the 
extent of BOD reduction as shown schematically in Figure 9-12. 

The area A in Equation (9-8) and the mass transfer coefficient 

K are difficult quantities to measure. Normally, these are replaced by 
Li 

design parameters. For example, A for diffusers or spargers will depend 

on the rate of bubble formation, mean bubble size, and the mean path a 

bubble follows until it breaks the surface. Bubble rate and size depend 

on the air rate (scfm/volume) and on sparger depth, while mean path will 

depend on aerator vessel dimensions. 

In surface aerators, area is created by splashing or forming a 

water sheet as well as by causing bubble formation in the liquid phase. 

The splashing and sheet mechanism account for as much as 607« of the oxygen 
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10 

RAW WASTE PARTIALLY OXIDIZED FINAL EFFLUENT 

(a ) BOD REDUCTION 

1.0 -

oC 

QUIESCENT MODERATE 

(b) HP/ VOLUME 

TURBULENT 

FIGURE 9 - 1 2 . INFLUENCE OF BOD REDUCTION AND 
TURBULENT INTENSITY ON CORREC
TION OF OXYGEN TRANSFER FOR SUR
FACE ACTIVE AGENTS IN WASTE* 

(3) 

transfer for some types of equipment . Area and K have been found 

to be dependent on the horsepower of the aerator, depth of rotor immersion, 

rotor design and diameter. In the discussion of models which follows, we 

will examine expressions for oxygen transfer of the type just mentioned. 

9.3 General Considerations For An Activated Sludge Process Model 

A computer model must represent the function of a process unit 

by quantitatively specifying all changes in streams crossing the unit. 

The function of the activated sludge aerator is to remove BOD from a waste 

stream. In addition, the organic nitrogen and ammonia levels are reduced, 

some organic phosphorus is converted into soluble phosphate, and the sus

pended solids are enormously increased (mainly by adding return sludge). 

*Figure taken from reference (2) with the kind permission of 
the publisher. 
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Consequently, an aerator model must contain relations giving: 

a) reduct ion in BOD 

b) n i t rogen conversion 

c) phosphorus conversion 

d) change in mixed liquor suspended solids. 

Performance of the aerator depends on the oxygen level maintained and 

upon the waste and biomass contacting pattern. Consequently, a mixing 

description must be introduced into the model and the model must also 

contain statements giving the oxygen transport. 

The designer is primarily interested in the size of the unit, 

the number of impellers (or diffuser plates) and the horsepower required. 

The number of impellers - if mechanical - will depend on the number of 

cells and their size. Horsepower also will depend on size. Return 

sludge flow and wasting rate are particularly important design parameters, 

In a design model subroutine, therefore, relations must be provided to 

calculate size, number of cells, and mechanical horsepower. 

9.4 Mixing Models 

Intermediate levels of backmixing are usually found in acti

vated sludge systems. This condition can be modelled as a cascade of 

ideally backmixed vessels, usually of equal size. The aerator can be 

represented as: 

s 
o 

<>r 

» Stage 

1 

- Return 

Sl 

sludge 

Stage 

2 
<> s 

In the diagram, S stands for substrate concentration and Q for volu

metric flow. A mass balance on substrate over the n stage yields: 

S n - 1 Q Sn Q R V = 0 
s n 

(9-10) 

in which V is the volume of the n vessel, and R_ is the rate of 
n a 
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substrate removal per volume of the aeration vessel (written with a 

i sign), 

units. Solving, 

positive sign). Q and V must be expressed in the same volumetric 
n 

= S 
n-1 n S 

(9-11) 

This relation holds for any stage in the cascade. Usually the cascade is 

assumed to consist of equally sized stages. In this case T = V /Q, 

the nominal holding time per stage, will be the same for each stage. If 

the aeration vessel is partitioned, the number of stages (n ) could be 

the number of successive cells in a train, and V would be simply the 
n 

volume of a cell. Aeration vessels are built with four to eight parti

tions in a vessel so there could be between 5 and 9 cells in a unit. 

However, we cautioned earlier that n should be taken as less than the 
s 

number of cells to allow for backmixing between successive cells. 

Even if the aeration vessel is partitioned, a continuous model 

can be used by introducing a dispersion coefficient. A substrate balance 

on a differential slice (vertical cross-section) of the vessel: 

dz 

s 
o < 

s ' 
o 
Q 

^ r 

4 

S ' J S +~ dz 

_ ... . ., L 

Re tu rn S ludge 

S 
e 

— V 

• 

gives 

D 
di 
d z 2 

djS 

dz 
" RS " ° (9-12) 

where z is the coordinate in the direction of net flow in the vessel, 

u is the net superficial velocity (Q/A ) , and D is a dispersion co-
2 x 

efficient (ft / h ) . 
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As discussed in Chapter 7, one boundary condition for this 

second order, ordinary differential equation is, 

S u = S' u - D (j5) . (9-13) 
o p o Ndz z = 0 

where u is the velocity in the conduit and assumes that no substrate 

is carried into the vessel with the return sludge. Equation (9-13) 

states that at the vessel entrance the flux of substrate into the reactor 

splits into a convective flux (u) and a diffusive flux (D). The other 

boundary condition is, 

^ = 0 (9-14) 
dz 
z=L 

If R is linear and homogeneous (so that eqn. (9-12) is not 

coupled with the disappearance or the formation of another material), the 

analytical solution of eqns. (9-12 to 9-14) is given in chapter 7 as eqn. 

(7-29). For wastes, R is rarely linear or homogeneous, so numerical 

solutions via an appropriate integration routine will be necessary to find 

S (simulation) or determine V to give the design substrate reduction. 

Use of a Runge-Kutta method for the integration was illustrated in section 

7.5 of chapter 7. 

Research at McMaster University on rectangular aerators with 

spiral flow induced by spargers or diffusers indicates that 

D = 3.11 W2 (qAir)°*
346 (9-15) 

2 
where D is in ft /hour, W is the vessel width in ft. and q is 

air introduced through the spargers per unit volume of the aerator 
3 

(scfm/1000 ft ). The effect of vessel geometry and dimension is so impor
tant that eqn. 9-15 should be used only in the absence of tracer data. As 

Murphy, K.L., "Significance of Flow Patterns and Mixing in 
Biological Waste Treatment" in Canale, R.P. (Editor), "Biological Waste 
Treatment", Interscience Publ. (New York, 1971) 
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indicated in section 9.2, tracer measurements are the usual source of dis

persion coefficients. If from such measurements either D or ng is 

available, the other parameter can be obtained through eqns. (9-6) or (9-7) 

9.5 Rate of BOD Removal 

Rapid assimilation of suspended organic matter by the sludge 

floe on contact with the primary effluent means that BOD associated with 

suspended matter in the waste can be ignored in formulating simulation 

or design models for most activated sludge systems (contact stabilization 

may be an exception). Consequently, our models in this section will be 

developed in terms of soluble BOD (S ). 

The most widely quoted model for BOD removal is based on the 

Monod equation. This approach has largely replaced the older two-phase 

model. We will examine both models and introduce other variants that have 

been proposed. 

Equilibrium biosorption of soluble matter by the floe, slow 

utilization of substrate and selectivity for different components of the 

waste combine to make the removal of soluble BOD,, in a continuous, steady 

state system closely resemble the removal of a single substrate by a 

single, well acclimatized microorganism colony. For this type of system 

Monod ^ ' found that the increase in cell mass could be described by 

- ff (irfiF-> - b (9 '16) 

m 

where u expresses the rate of change of cell mass per unit weight of 
-1 

cells. In eqn. (9-16) £ is the maximum specific growth rate (day ), 

k is a saturation constant and corresponds to a substrate level when 
A = 0.5 M, while b is the endogenous respiration rate (day ). The 
m 

units of S and k are arbitrary, although they are often given as 
m * 

mg/1. Figure 9-13 shows how the specific growth rate ^ varys with S 
according to the equation. 

Monod, J., "The Growth of Bacterial Cultures", Ann. Rev. 
of Microbiology, 3, 371 (1949) 
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m S (SUBSTRATE) 

FIGURE 9-13. GROWTH OF CELL MASS AS A FUNCTION OF A 
GROWTH LIMITING SUBSTRATE AS OBSERVED 
BY MONOD ("b" REPRESENTS A CELL MASS 
DECREASE DUE TO ENDOGENOUS RESPIRATION) 

Some confusion in the name used for Eqn. (9-16) exists. It is 

often referred to as the Michaelis-Menten equation, although usually with 

"b" removed. Michaelis and Menten originally proposed Eqn. (9-16), with

out "b", in 1913 to describe the kinetics of enzymes on substrates. Monod 

in the '40's used their formulation to describe the growth of a colony 

feeding on a glucose substrate. A number of researchers in the '50's and 

'60's showed that the model could be applied to bio-oxidation of wastes. 

Substrate removal rate has been found to be proportional to the 

growth rate of the cell mass. At high cell growth rates, the proportiona

lity is constant so 

dX 
dt 

dS 
Y — 

dt (9-17) 

Y is referred to as a yield coefficient. Since 

1 dX J dS 
= Tr ~T~ and - - — 

X dt dt 
= V 

* Figure taken from reference (3). 
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*s " ̂  - f & H ^ ' b> (9"18) 

m 

Some authors^ ' leave out endogenous respiration and write 

m 

A 
U 

where kg = ~^r 

Smith and Eilers^ ' suggest ^ = 4.8 day , k^ = 150 mg/1. 

and Y = 0.5 (lbs volatile suspended solids/lb BOD,.) for domestic sewage 

at 20 c. With these values, k = 9.6 day . Course notes tabulate 

values for the yield coefficient Y and for Y', the oxygen requirement 

per unit of BOD removed. These are shown in Table 9-1. Table 9-2 from 

the same source gives values of the endogenous respiration constant b. 

TABLE 9-1. BIOMASS YIELD COEFFICIENTS AND OXYGEN REQUIREMENT 
COEFFICIENTS FOR VARIOUS WASTESO) 

Waste 

Spent sulfite liquor 

Waste paper repulping 

Mixed pulp and paper 

and semichemlc 

Kraft pulping and bleaching 

Board mill 

Wallboard 

Synthetic fiber 

Refinery 

Brewery 

Pharmaceutical 

Domestic sewage 

al 

0.55 

0.76 

0.5 

0i7-0.78 

0.38 

0.70 

0.93 

0.77 

0.49-0.64 

0.40 

0.38 

0.48 

0.65-0.8 

0.33-0.40 

0.37-0.48 

0.55 

0.56 

0*44 

0.35 

0.52 

(12") 
'Smith, Robert, and Eilers, R.G., "A Generalized Computer 

Model for the Steady State Performance of the Activated Sludge Process", 
Division of Research, Report, F.W.P.C.A., U.S. Dept. of the Interior 
(October, 1969) 
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TABLE 9-2. ENDOGENOUS RESPIRATION CONSTANTS 

Substrate b (day"1) Temp. C 

Dairy Waste 

Sewage (<500 mg/1 MLSS) 

Sewage (6000 mg/L MLSS) 

Sewage (<500 mg/1 MLSS) 

Sewage (6000 mg/1 MLSS) 

Sewage 

Sewage 

0.30 

0.345 

0.20 

0.295 

0.25 

0.075 

0.055 

25 

<11°C 

<11°C 

>13°C 

>13°C 

20°C 

15°C 

The two-phase model is based on observations of growth in batch 

cultures (Figure 9-14). It is assumed that a similar curve applies to 

the complex, multiple colony systems in the biomass feeding on waste 

streams. In a continuous system, however, the introduction of acclima

tized biomass means that the lag region will not be encountered. In the 

constant growth region the specific growth rate (|j) is constant, however, 

t 
§ 
• — 

< oc • — 

z U 4 

£ o 
o 
£ 
t/i 
2 

5 
oc 
8 OS 
u 
X 

1 

LAG 

II 

CONSTANT 
GROWTH 

RATE 

I I I 

DECLINING 
GROWTH ^*~ 

RATy"^ 

1 IV 

} ORGANISM DECAY 

TIME 

FIGURE 9 - 1 4 . GROWTH OF MICROORGANISMS IN A 
BATCH REACTOR 
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the increase in the number of cells or the cell mass is a logarithmic 

function. Thus, the region is often referred to as the log growth phase 

or just simply as phase I. The specific growth rate declines once a cri

tical substrate level is attained and the rate becomes a function of sub

strate concentration. Figure 9-15 plots the log of microorganism density 

versus time and the linear portion of the curve is evident. In terms of 

u 
z 
o 
u 
s 
CO 
H-l 

z 

I 
o 
s 
b 
O 

8 

/decreqsing 
/ log growth 

/ (PHASE 2) 

A^log growth 
J (PHASE 1) 

log stoge (PHASE A) 

A^ death sfoge 
\ / ( P H A S E 3) 

TIME 

FIGURE 9-15. LOG OF MICROORGANISM CONCENTRATION 
AS A TIME FUNCTION IN A BATCH REAC
TOR* 

BOD: "The two-phase theory states that the rate of BOD removal per unit 

of cells will remain constant to a limiting BOD concentration (log-growth 

phase) below which the rate will become concentration-dependent (declining 

growth phase) and decrease (The rate of cell growth may continue at a 

maximum longer than the rate of BOD removal due to assimilation of stored 

BOD). The rate of BOD removal during the declining growth phase may fol

low first order kinetics or, in the case of a complex waste mixture, a 

retardant reaction as various waste components are removed at different 
„(7) 

rates. 

Growth of the biomass for the log growth phase is 

publisher. 
Adapted from reference (4) with the kind permission of the 
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£2 = k X (9-20) 
dt tp 

k is the rate constant for the two phase model. Using eqn. (9-L7) and 

the definition of R 

k X 
Rs - ~ f - (9-21) 

* 
This form results from eqn. (9-19) if S » k . 

m 

Below a critical substrate level, the growth rate becomes a 

function of the substrate concentration. This is phase II. According to 
(7) * 

Eckenfelder , various choices for the S* dependence result in the 
following rate of substrate removal expressions: 

RS 

k' X S 
-££- (9-22) 

u * 2 
k X (S ) ' 

Rs = ~ E E - ^ (9-23) 

Equation (9-19) also can be used. Of course, eqn. (9-22) drops from eqn. 

(9-19) if k » S*. m 

Although eqns. (9-21) and (9-22) are simple models, careful 

investigations have suggested that the two phase approach is less satis

factory than the Monod equation. This is shown by Figure 9-16 which is 

taken from a paper by Eckenfelder 

Fan and his co-workers at Kansas State University ' and 

Takamatsu and co-workers in Japan use eqn. (9-22) but add a term for 

(13) 
Fan, L.T., Chen, G.K.C., Erickson, L.E. and Naito, M. , 

"Effects of Axial Dispersion on the Optimal Design of the Activated Sludge 
Process", Water Research, 4, 271-284 (1970) 

^ ^ C h i u , S.Y. , Er ickson, L .E . , Fan, L.T. , and Kao, I . C . , "Kine
t i c Model I d e n t i f i c a t i o n in Mixed Populat ions Using Continuous Cul tu re 
Data", Biotech, and Bioeng. , _14, 207-231 (1972) 
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FIGURE 9-16. COMPARISON OF THE MONOD MODEL 
AND THE TWO-PHASE THEORY FOR 
PETROLEUM REFINERY WASTE WATERS 
TREATED BY THE ACTIVATED SLUDGE 
PROCESS*. 

endogenous respiration, presumably to allow for an increase in soluble 

BOD through cell lysis 

R;-
/ * 

= ks X S b X (9-24) 

Naito et ai. suggest kc = 0.0005 hr ppm sludge solids and 

b = 0.0035 ppm BOD/ppm sludge solids - hr. 

An attractive model, proposed by Eckenfelder in "Advances in 
(4) Biological Waste Treatment , assumes that the waste is composed ot a 

group of J identifiable substances or substrates so that 

J 
S = V S . 

L 1 

i=l 

Each substance is removed at a rate R whose form is given by eqn* 

Figure taken from Reference (7) with the kind permission of the 
publisher. 

^ 'Naito, M. , Takamatsu, T. and Fan, L.T., "Optimization of the 
Activated Sludge Process - Optimum Volume Ratio of Aeration and Sedimenta
tion Vessels", Water Research, 3, 433-443 (1969) 
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(9-22) and which is independent of other substrates present. The model is 

best expressed vec tor ia l ly : 

R
s
 = x [ k ] ' / (9-25) 

* 
In this expression R is a column vector of substrate removal rates, j> 

is a column vector of BOD,, associated with each substance and [ k ] is 

the coefficient matrix, which to conform with eqn. (9-22) must be diagonal. 

Assuming plug flow through the aerator leads to a simple expo

nential relationship -

J 
S*/S - Y f exp r-k. X T1 (9-26) 
e o L S-t * 

i=l 

where f = fraction of the entering soluble BOD contributed by the i 

substance in the waste, X is the mean level of active biomass (as mg/1.) 

in the aerator and T is the detention time. If the aerator is assumed 

to be completely backmixed, the expression equivalent to eqn. (9-26) is 

C = C " T S RS (9'27) 
i 

where R can be obtained from the vector equation (eqn. (9-25)). 
x 
The BOD removal model represented by eqn. (9-25) is capable, in 

principle, of representing the aerobic oxidation of any wastes. Accuracy 

of the model can always be improved by adding additional terms. There is 

no reason that each term must be identified with a specific component in 
(4) 

the waste. Eckenfelder demonstrates successful use of the integrated 

model (eqn. (9-26)) to describe BOD removal for a variety of industrial 

wastes assuming 3 or in some cases just 2 components. However, eqn. (9-26) 

has a serious drawback because macromixing has an appreciable effect upon 

k.. Thus, treatability studies cannot be used to evaluate k. and the 
l i 

model is limited to simulation. 

Additional cell growth models have been proposed and each of 
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these can be rewritten to describe BOD removal. Table 9-3 summarizes 

these models giving one or more sources for each. A study by Chiu et 
(14) al. employing a continuous laboratory activated sludge system started 

with a plant sludge innoculation, but utilizing an artificial sewage 

based on glucose found that the Moser equation (9-30) was marginally 

superior to the Monod equation (9-18) and the Contois equation (9-31). 

The two phase model (eqns. 9-21 and 9-22) was found to be poor. 

The practice is to use the Monod equation. Thus, we recommend 

eqn. (9-18) for expressing the rate of BOD removal in activated sludge 

systems. Three constants appear in the model so it should be capable .of 

fitting most data. Recommended alternatives are eqn. (9-19) if a simpler 

model is desirable or eqn. (9-26) for similation if two or three terms 

are used. 

TABLE 9-3. FURTHER BOD REMOVAL MODELS BASED ON BACTERIAL CELL GROWTH 
RELATIONS 

Model Relation 

Schulze ' 

Chiu e t a l . ' suggest t h a t k = 63.9 m g / 1 . , £ = 0.66 hr 
( 1 2 ) ' 

and Y = 0 .57 , whi le Smith and E i l e r s v ' i n d i c a t e t h a t 0.39 <; £ ^ 0.55 

h r T l and 35 <, k <; 138 mg/1. 

(14) ^ * 
Contois^ = P X S ( 9 . 2 9 ) 

b Y (B X + S ) 

Moser 

• 1 
= 11 t^ / l-v-v 

(12, 14) 
Chiu e t a l . propose * = 0.67 hr , Y = 0.57 and B = 0.046. 

Rs - *f (1 + V S } < 9~ 3 0 ) 

Chiu e t a l . g ive J = 1 . 1 5 h r "* , Y = 0 .56 , \ = 0.175 and 

k = 2.36 (mg/1.) based on mixed c u l t u r e and an a r t i f i c i a l sewage 
A 

based on g lucose . 
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9.6 Sludge Production Models 

Modelling of sludge production in activated sludge systems can 

begin either with the Monod equation (eqn. (9-16)) or with the various 

expressions for substrate removal given in the previous section. Using 

the definition of specific growth rate, we obtain, 

\ = HX (9-31) 

Basing sludge production on substrate removal gives, 

Rx = -Y Rg (9-32) 

However, if the R expression does not allow for a BOD contribution from 

endogenous respiration (such as eqns. (9-19) to (9-23), (9-25) and (9-28) 

to (9-30), a term bX must be added to eqn. (9-32). 

In section 9.5, we assumed that X in the rate expression could 

be the mixed liquor suspended solids. In treating sludge production we 

must distinguish between classes of sludge. From here on, X is the ac

tive biomass in mg/1., not the mixed liquor suspended solids (MLSS). The 

convention is to assume that the active biomass is measured by the vola

tile suspended solids. We will follow this convention. We will use sub

scripts on X to denote classes of biomass and let M represent sludge 

concentration. 

Auto oxidation produces nonbiodegradable cell debris as well as 

degradable cell matter. The simplest approach is to assume that the de-

gradable matter is soluble. The degradable material results in the 

limiting effluent BOD,- predicted by eqn. (9-18). This limiting value may 

be estimated by letting R = 0; some authors refer to this value as the 
s * 

ultimate activated sludge effluent and designate the value as S 
CO 

The production of nonbiodegradable cell debris introduces another 

rate term. Assuming that this debris appears as suspended matter, 

(RJJ) = V X (9-33) 
nb 
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The rate term b' is usually given as a fraction of b. Eckenfelder and 
(2) 

Ford 

Eilers 

0.23. 

suggest 237o of the cell debris is nonbiodegradable. Smith and 
(12) , on the o ther hand, quote 187«. Consequently 0.18 ^ b /b <, 

1.2 
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FIGURE 9-17. ESTIMATION OF THE YIELD COEFFICIENT 

If eqn. (9-31) or (9-33) is introduced into the cascade model, 

eqns. (9-11), in place of Rc and S is replaced by X or M , , solving 
o nb 

eqn. (9-11) for X or M , will give the level of MLVSS and MLSS in each 

stage of an aerator model. Making like changes in eqn. (9-12) and using 

the boundary conditions (eqns. (9-13) and (9-14)) will provide on integra

tion the variation of MLVSS and MLSS along the length of the aerator. 

The solution is not quite as simple as the previous paragraph 

suggests. If a staged model for the aerator is used (eqn. (9-11)) and we 

assume that performance is independent of oxygen supply, we see from the 
expressions for R and R that S can be calculated from eqn. 

o X n 
(9-11) only if (XV is known, while (X) can be calculated only wi 

th 

* Figure taken from Reference (3). 

file:///0.6h
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S known. Thus the two forms of eqn. (9-11) must be solved simulta

neously. It the continuous model, eqn. (9-12), is used, two similta-

neous ordinary differential equations must be solved because of the con

siderations just mentioned. 

An alternate approach to the solution for S * for the cascade 
n 

model is to use successive approximation. Assume X in the expressions 
* 

for R„ is (X) , and calculate S . AX can be estimated from the 
S v. n-1 n 

change in S over the stage. X for the next approximation is (X) 
n . n-1 

* + AX and the procedure can be repeated until S converges. 

If the variation of MLVSS is small across the aerator, a simi

lar procedure can be used with the continuous model (eqn. (9-12)) and 

the solution for S can be greatly simplified. The procedure for 

eqn. (9-12) is to assume for a first approximation that X = X . Inte

gration of the eqn. (9-12) with X substituted for X yields a first 

approximation of S . Using this approximation, the increase in X 

across the aerator, AX, can be calculated. For the second approxima-
— AX * 

tion, X = X + "2", and the procedure may be repeated until S 
converges. 

To use these alternative procedures, relations to predict AX 

(and AM , ) are needed. One such relation is v nb 

AX = Y (S - S ) - b XT (9-34) 

Another uses the concept of sludge age. Sludge age, G, is defined as the 

mean residence or " l i f e " time of sludge in the system. Thus 

XV 

Vr + ^Vset 
(9-35) 

where X is the mean MLVSS in the aerator, Q is the sludge wasting 

rate in mgd, while X is the return sludge concentration (usually the 

clarifier underflow concentration) and X is the clarifier overflow con

centration. Equation (9-35) can also be written in terms of MLSS (M). 

Sludge age may be specified as a design parameter. At steady state, 
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sludge was ted must be the sludge produced so 

G - -rrx = 7 ? T (9-36) A XQ AX 

Subst i tut ion for AX g i v e s , 

T (S - S *) 
i - Y ° _ 6 - b / T (9-37) 
G T x 

/ I f we use MLSS instead of MLVSS to express s ludge age, eqn. 

(9-37) becomes 

,i * 
. Y(S - S ) . . / M 
1 v o e ' b - b . . . o + f K I T " (9-38) G _ T, _ nb 

T M T M T 

where the b - b ' allows for the production of nonbiodegradable matter 

from cell lysis. The final term allows for nonbiodegradable solids car

ried into the aerator with the primary effluent. S appears in eqns. 

(9-34), (9-37) and (9-38) instead of S because we assumed at the out

set that suspended BOD is assimilated on contact with the return sludge 

and it( is therefore quantitatively removed. It is available for cell 

synthesis nonetheless. Values for Y, b, b' will be different for eqns. 

(9-37) and (9-38). Some values are given in Tables 9-1 and 9-2. f , is 
! (61 

often taken as 0.6 . Activated sludge systems operate at about 957o re-
/ * 

moval of the primary effluent BOD so S - S = 0.95 S . Letting Y = 
o e o 

0.63 and b - b' =0.06 yields a rather simple expression for sludge 

age in terms of BOD and MLSS 
(S + M ) 0 n, 

i = o,6 ° _ ° - - ^ (9-39) 
G T M T 

Design Guides shows tha t eqn. (9-39) succes s fu l ly c o r r e l a t e sludge 

product ion da t a from 3 p lan t s t r e a t i n g domestic sewage. 

Smith and E i l e r s t r e a t s ludge product ion in cons iderab le d e t a i l 

e i r m 
(12) in t h e i r model . They recognize the d i f f i c u l t modelling problem asso 
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ciated with sludge production. "One of the most troublesome and complex 

problems associated with selecting a model for the activated sludge pro

cess is representing properly the character of the solids held in the 
(12) 

aerator". They define the problem as follows: "Since new cells 

(MLASS) are continually produced in the aerator; solids must be removed 

continuously to hold the aerator solids at a stable value. The rate of 

sludge wasting is determined by the rate of substrate utilization and the 

yield coefficient. This required wasting rate then determines the con

centration of various classes of solids present in the aerator. The six 

classes generally assumed to be present are listed below: 

1. Active heterotrophs (X) mg/1 

2. Active nitrifying bacteria (X ) mg/l 

3. Organic biodegradable solids (M_) mg/l 

4. Organic non-biodegradable solids (M , ) mg/1 

5. Organic debris solids, non-biodegradable (M ) mg/1 

6. Inorganic solids (M ) mg/1." 

After the primary clarifier, M^ will be quite small, unless 

chemicals are added for phosphate removal. If it is small, little error 

* 

is introduced by neglecting M^ so that MLSS sa MLVSS. However, if chemi

cals are added, a material balance from the addition point to just before 

the aerator gives 

Q Q 

^ = Q 2 fI Mo + fe Wc / Q + f <"l\ (9"40) 

where f is the inorganic fraction of suspended solids in the screened 

degritted sewage, W is the chemicals feed rate and f is the weight 

fraction of the chemicals ultimately recovered as a solid. (M,) is the 

inorganic SS returned in the sludge. 

The concentration of nitrifying bacteria (Xj is usually neg

lected since it accounts for just 1 to 2% of the MLVSS. The yield coeffi

cient for Nitrosomonas (responsible for ammonia oxidation) is 1/10 of that 

for the BOD consuming organisms, while the coefficient for Nitrobacter is 

* 
We now distinguish between MLVSS and the active biomass. 
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1/25. Furthermore ammonia and cell nitrogen concentrations in the aera

tor are low so the numbers of active nitrifying cells cannot be large. 

(12) 
Smith and Eilers use eqn. (9-34) to calculate X leaving 

* 
the first stage of their cascade model, but substitute S for S to 

o o 
calculate X leaving subsequent stages. Biodegradable solids at any 

* 
point >L are calculated from S . If for MLSS, BOD.-/VSS = 0.8, then 

"B " (T8 F3J s* <9"41> 

where f̂  is the fraction of BOD- as suspended solid, the nonbiodegra^ 

dable solids, M , , associated with the sludge is given by 

BQD 
Mnb = (M - M1) (1 - (^)solid) (9-42) 

The principle in eqn. (9-42) is that the biodegradable portion of the 

sludge is measured by the ratio of the ultimate BOD to the COD of the 

sludge. If biodegradability is to be measured by BOD-, it can be used 

instead of BOD in eqn. (9-42). Smith and Eilers suggest BOD /COD = 0.9. 

The increase in nonbiodegradable sludge may also be formulated in a way 

similar to eqn. (9^33) to give 

AMnb = A V = b' * (9"43) 

The nonbiodegradable sludge entering the first stage in the cascade model 

is 

Q Q 
(M . ) = (1 - f„) M -<£ + f . (M .) — (9-44) v nb' v B o Q nb v nby Q v ' 

o x r 

For the first and all subsequent stages, 

( Mnb ) - <M„b> f
 + b' X ( 9 _ 4 5 ) 

n n-1 
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In each i t e r a t i o n (M ) w i l l change u n t i l i t g r adua l ly converges on i t s 

presumed v a l u e . Equation (9-42) could be used to suggest a s t a r t i n g 

v a l u e . 

At any po in t in the a e r a t o r , the s ludge concen t r a t i on (MLSS) 

must be 

M = X + M B + M n b + M (9-46) 

The BOD contribution of the suspended matter may be calculated from 

eqn. (9-41). It is, of course, much lower than the potential BOD of the 

MLSS when the cells are dead. 

Application of the Smith and Eiler's activated sludge model 

(involving essentially eqns. (9-11) with n = 2 , eqns. (9-18), (9-34), 

(9-41), (9-42), (9-43) and (9-46)) to 3 separate full scale plants 

treating domestic sewage gave good results for b„„ = 0.18 day , 

b'/b = 0.18, k = 150 mg/1. , 0.4 < Y < 0.75 lbVSS/lb B0Dc and 
. m J 
H2Q = 4.8 day

-1. 

(12) 
Smith and Eiler suggested the following relations to correct 

the constants just given to the operating temperature: 

\L = H 2 0 (1.047)1"20 (9-47) 

^N = ( V 2 0 (1-123)1"20 (9-48) 

b = b2Q (1.047)1"20 (9-49) 

In eqn. (9-48), {^)2Q = 0.33. 

The state of the modelling of sludge production in an aerator 

can only be characterized as primitive. Sophistication is hardly warran

ted. Consequently, we recommend that only X and M , should be consi

dered in modelling. Equations (9-34) and (9-43) are suggested for this 

purpose. The biodegradable portion of the sludge can be obtained from 

eqn. (9-41). Changes in cell concentrations are modest in conventional 

activated sludge systems so that calculations of S and X through 
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successive substitution would seem satisfactory. 

9.7 Nutrient Removal Models 

Nitrification proceeds by the oxidation of ammonia by Nitro

somonas to nitrite and the subsequent oxidation to nitrate by Nitrobacter 

(Section 9.2). A buildup of nitrite is seldom observed; consequently the 

rate of ammonia conversion to nitrite controls the rate of nitrification. 

Downing et al. use the Monod equation, eqn. (9-19), to 

describe the rate of ammonia oxidation. The rate term, as before, can be 

used with the appropriate mixing model (eqn. (9-11) or eqn. (9-12)) to 

calculate the reduction of ammonia in the aerator. Only inlet ammonia is 

considered. Ammonia or nitrogen solubilized in cell lysis is neglected. 

If N = ammonia concentration and X4 the concentration of nitrosomonas 
AM N 

in mg/l., then, 

^N *** NAM 

m * \ AM 

Constants suggested by Downing et al. are (J, = 0.33 day ^ k = 

1.0 mg/l., Y * 0.05 lb Nitrosomonas/lb-N in NH . 

The Nitrosomonas concentration can be determined by multiplying 

R by Y and substituting in one of the mixing models. Just as for 
AM N 
BOD removal two simultaneous equations must be solved to obtain the pro
file of N and X, through the aerator. Alternatively an integral rela-

AM N 

tion can be used based oh sludge yield. For a stage in the cascade model 

the relation is 

<V = <V , + Y N [ ( V , - ( V (9-51) 
n-1 L n-1 h-1 

Using this equation, N and X^ can be calculated in, any stage or at 

the end of the aerator. A suitable starting value for (Xj is 1% of X. 
w o 

D e n i t r i f i c a t i o n can occur in the a e r a t o r i f the d i sso lved oxygen 

^ ^Downing, A.L. , P a i n t e r , H.A. and Kriowles, B.A., " N i t r i f i c a 
t ion in the Act ivated Sludge P r o c e s s " , J . of I n s t , of Sewage P u r i f i c a t i o n , 
Par t 2, 130-157 (1964) 
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level is allowed to drop to a low level at the end of the vessel. Unfor

tunately, relationships for evaluating denitrification are not yet avai

lable. 

Organically bound nitrogen and phosphates entering the aerator 

as suspended matter are handled most conveniently by assuming the sus

pended matter is completely incorporated into the sludge. The sludge 

leaving the aerator will contain organically bound nutrients. The amounts 

may be estimated by assigning values for the weight percent nitrogen as 
(2) 

N and phosphorus as P in the sludge. Eckenfelder and Ford tabulate 

sludge compositions. For activated sludges, the weight percent nitrogen 

as N ranges from 2 to 5%, while phosphorus as P ranges from 1.5 to 

570. Exact values for use in simulation or design must come from field 

measurements. 

Soluble phosphates should decrease due to assimilation of phos

phorus for cell synthesis. The decrease must be estimated from a phos

phorus balance over the aerator which yields 

AP* = -AP^ = -f AM (9-52) 

where f is the weight fraction of phosphorus in the sludge. 

9.8 Oxygen Consumption 

All the models we have employed for BOD removal, biomass 

growth, etc. assume that rates are substrate limited. Relationships for 

the effect of dissolved oxygen (DO) levels on BOD removal or cell syn

thesis kinetics do not seem to be available. As a consequence, 0„ con

sumption and supply are primarily design considerations. In simulation, 

one could check predicted DO levels against measured levels; but since the 

models for 0. supplied to an aerator are crude, agreement of DO levels 

would have to be considered fortuitous. 

Because the kinetics are assumed to be independent of DO, the 0„ 

requirement can be calculated from an integral relation. Oxygen is neces

sary for cell respiration, biomass growth and ammonia oxidation. Writing 

a balance with R_ = rate of consumption/volume for each stage 



9-42 

CY 

T 

r * 
(S ) n-1 " < S\ ] + bC X + 

f [(NAM>n-l- ( V n ; (9-53) 

Y appears in the BOD term because about 707o of the BOD is synthesized 

into cell matter. The 0 requirement, thus, should be related to the 

yield coefficient. A yield coefficient does not appear for the Nitro-

somonas because the cell yield is so low that all the substrate is oxi

dized for cell metabolism. Since 4 moles of 0 are required for each 

mole of ammonia, C = 4.6 mg 0 /mg N as a NH consumed. Smith and 
(12) 

Eilers ' find C is between 1.24 and 1.42, where the units of CY are 

lbs 0 /lb. BODs consumed, and C = 1.17 with units lbs. 0 /lb. VSS. 

The "Design G u i d e " ^ gives , CY = 0.53 lbs 0 /lb. BOD , bC ' = 0.15 lbs 

0 /lb. VSS and C" = 4.6 lbs. 0 /lb N. Elsewherev ' , CY is given be- . 

tween 0.4 and 0.65. 

The rate at which 0 can be supplied as lbs of 0 /volume to 

an aerator can be estimated only crudely from empirical correlations or 

from suitably scaled aeration experiments. The latter are conducted with 

a cobalt catalyzed sodium sulfite solution. This chemical serves as a 
(2) 

scavenger for 0.. Steady state or unsteady state experiments can be 

carried out to measure K a. If geometric similitude is maintained (cell 
Li 

diameter/impeller diameter, impeller immersion (cell depth, etc.) and the 
3 

specific power input (HP-hr/ft ) is kept constant, K a will be about 

the same for a full scale unit as for the model. With K a established 

the rate at which 0 can be supplied will be 

" o2 • V ( cg" V (9-54) 

where 
0, 

is the pounds of air transferred per cubic foot of the vessel 

per hour. The units of C are mg./l.. while those of K a are lbs-1./ 
3 

mg-hr-'ff. In eqn. (9-54) we have replaced the A term (the interfacial 
area) in eqn. (9-̂ 8) by the specific interfacial area (a). Lumping a 
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together with K c r e a t e s a volumetr ic mass t r a n s f e r c o e f f i c i e n t . 
Li 

The volumetric mass transfer coefficient available from experi

ments is temperature dependent and sensitive to surface active agents in 
o 

the waste. If K a is the « 

at a different temperature is 

the waste. If K a is the experimental value assuming 20 C, the value 

K a = a (1.02)2°"T KL°a (9-55) 

where T is C and a corrects for the waste used. The surface resis

tance coefficient depends not only upon the waste, but upon the aeration 

device and operating conditions used. The range is given as 0.65 £ a ^ 

1.33 . Figure (9-12) shows a varies with the HP/ft as well as BOD 

reduction. 

For spargers and plate or tube diffusers, C in eqn. (9-54) 

is the saturation concentration at mid depth. It is a depth function and 

depends upon the 0 concentration in the bubbles as well, 

p + 0.018 h t 0 o ^ 
CE - Cz\~ + — ) ( 9 '5 6 ) 

s g v 14.7 .42 y 

o 
where C is the concentration in water at atmospheric pressure, p is 

the barometric pressure (psi), h is the sparger depth and t" is the 
2 volume fraction 0. in the bubbles breaking the top surface of the tank. 

It has been found that K a is directly proportional to the air rate 
Li 

and to the depth of the sparger or diffuser 

v - \°* irh (£L t <9-"> 
a l r Test T e s t 

The performance of aerators occasionally will be expressed as 

oxygenation capac i ty (C ) in lbs of 0 /volume of a e r a t o r - d a y . I t i s r e -
o 2 

la ted to K a as 
J_» 

Cn = KT°a C (9-58) 
°2 L g20 
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' can be directly calculated then as 
'°2 

C - C 
^ n = a Cn ~? ~ (1-02)2°'T (9-59) 

2 2 e 
A A g 2 0 

where C is the saturated DO at 20 C while C is measured at T C. 
s20 S 

Similitude and constant power input are assumed in using eqn. (9.-59). 

Performance of aeration equipment is also expressed in terms of 

aeration efficiency, ji , the lbs. of 0„ supplied per horsepower-hour. 

This "efficiency" is usually measured with sodium sulfite solutions for a 

specific application. The efficiency is calculated from this measurement 

as 

C - C 
•n * 71° a -g (1.02)20_T (9-60) 

820 

Aeration efficiency is particularly useful for design. 

The rate of oxygen supply also may be estimated from correla

tions if they exist. A general correlation for diffusers and spargers 

(3) 
i s 

h m - l _, 9f) 

•0, = tt P Qair 3 + T <1-°2>T <Cg " V C9"61> 

where h, W, L are dimensions of the aerator, Q . is the air flow in 
xair 

scfm and (3 is a constant given in Table 9-4. The exponent m is 0.88 

for spargers and 0.72 for Seran tubes while p is about 0.5. 
For turbine-sparger ring systems (Figure 9-4), the correlation 

• (3) 
is 

A - tt.p/"fi"P Q ? d.
y (c -c T) (i.02)

T-20 

0 V air imp g 1/ 

(9-62) 
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TABLE 9-4. COEFFICIENTS FOR EQUATION (9-61) FOR DIFFERENT AERATION 
EQUIPMENT 

Aeration Device g n 

Seran Tubes: 
9" Spacing, 14.4 ft. depth 0.15 to 0.17 0.81 to 0.92 
24 ft. wide vessel 

Spargers; 
24" Spacing, 14.8 f t . depth 0.081 1.02 
24 f t . wide vessel 

Spargers: 
9" Spacing, 15 ft. depth 
24 to 25 ft. wide vessels, 0.062 to 0.068 1.02 
various orifice sizes 

Plate Tubes: 
15 ft. depth 
25 ft. wide vessel, single row 0.35 0.49 

As above but with double row 0.20 0.80 

where u). is the turbine rpm, V is vessel volume and d. is the dia-
linp imp 

meter of the turbine impeller. 

ske 

A correlation for a bladed surface aerator is given by Kalin-
(17) 

^ 0 2
 = tt P" "i-pVimp (NFr"1)Z (Cg " V a-°2)T"2° (9-63) 

where h. is the height of the impeller blade. N is the Froude 
imp r r 

number = rrd, N. / /gh. where g is the force constant =32.2 lb 7 
_ imp imp ° imp ° f 

lbm ft /sec. 

The difference between the rate at which 0 is consumed in the 

aerator R and the rate at which it is supplied /&_ determines the 
°2 2 

rate of change of dissolved oxygen. If the change of BODj., ammonia and 
the active biomass through the aerator are known, eqn. (9-53) may be used 

^ ^Kalinske, A.A., "Power Consumption for Oxygenation and 
Mixing" in Eckenfelder and McCabe (Editors), "Advances in Biological Waste 
Treatment", Macmillan (New York, 1963) 
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to estimate R n , whereas any appropriate equation among eqns. (9-54) or 

(9-59 to 63) may be used to calculate (Hn . The choice for &_ 
2 2 

will depend on the nature of the mass transfer information available. If 
a cascade model is used: 

(D0)n = (D0)n-1 - Tn ( R ^ - gQ) (9-64) 

A continuous model for the aerator leads to 

dz 2 2 

The boundary conditions for the continuous model eqns. (9-13) and (9-14), 

must also be,written in terms of DO. Numerical integration of eqn. (9-65) 

results in the DO profile along the aerator. 

The oxygen concentration is normally kept at 2 mg./l., but it 

is believed that the various rates are not seriously affected until DO 

drops to about 0.5 rag./l. 

9.9 Models for Other Changes 

Nitrification and carbon dioxide from cell respiration will re

duce alkalinity, however, wastes are believed to be sufficiently buffered 
(2) 

so that pH changes are small. Eckenfelder and Ford indicate 0.5 lbs 

of alkalinity (as CaC0_) are neutralized per lb. of BOD,, removed in the 

aerator. Substrate utilization and cell synthesis kinetics are apparently 

independent of alkalinity over the normal range encountered in aerators. 

Consequently the alkalinity profile through the aerator is not necessary for 

the computation of BOD removal and sludge yield. The overall change in 

alkalinity A ., can be obtained from an integral expression 

<AAlk> = < W " °-5 <So " S\> (9"66) 

e o 

where alkalinity is measured in mg./l. as CaCO 
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Aeration systems, particularly mechanical aerators, cool the 

waste being treated by evaporation and by convective heat transfer. The 

large mass of water held in an aerator, however, will keep the tempera

ture change to little more than a degree. Even so, the sensitivity of 

rates to temperature means that temperature change must be considered. 

Unfortunately, temperature change in aerators does not seem to have been 

analyzed so we can offer only a crude treatment. 

Cooling of the waste passing through an aerator occurs through 

i) evaporation from the water surface into the air and ii) heat transfer 

due to temperature difference between the waste and the air. Normally i) 

is the more important of these modes. Because of evaporation, cooling 

can occur even if the air temperature is greater than the water tempera

ture. Thus, the temperature change must be expressed as the sum not the 

product of a term containing a humidity driving force and a term contai

ning a temperature difference: 

T - T - A ( T . - T ) - B ( f f - fcair) (9-67) 
e o air o o air' 

where J\ is the humidity in lbs/lb. of dry air and T is the temperature 

at which the mixed liquor enters the aerator. A and B will be some func

tion of KT a or 71°a/C since the same interfacial area is involved 
L 820 

in 0_, heat, and H-0 transfer. 

9.10 Extension to Step Aeration 

The material presented so far in this chapter permits the simu

lation or design of conventional activated sludge systems. Step aeration 

and contact stabilization (sludge reaeration) require additional modelling. 

Reaeration of sludge can be handled by using different sets of coefficients 

in the various expressions for R^ (such as eqns. (9-34) or (9-38)). 

Step aeration, however, needs a different contacting model. 

Step aeration is most easily represented by a cascade model in 

which the feed stream splits into streams going to each stage of the cas

cade. The fraction going to a stage is f Q . 
n o 



9-48 

Waste or Primary Eff luent, 
o 

% ) f l Q o 

Stage 

1 

• 

< 

V 

'r Return Sludge 

th A material balance in terms of substrate around the n stage gives 

n-1 
S f Q + S . ( V f Q + Q ) o n^o n-1 /_, n*o r 

n=l 

n 
S* ( Y f Q + Q ) n [_. n o r 

n=l 

RgVn » 0 (9-68) 

If r = Q /Q and T = V /Q , the balance can be solved for S : 
r o n n o 

n-1 

•\ 

n=l 

S f + S* . ( V f + r) - T ' RC o n n-1 £_*, n n S 

+ r 

n=l 

(9-69) 

S imi la r balances can be made for M, M . , N» and P. The balance for X 
nb AM 

and Xĵ  will be the same as for the conventional activated sludge sys

tem because no cells enter with the primary effluent. As before, an 

alternative to solving the balance equations simultaneously is to write 

integral equations and solve using successive substitution. 
9.11 Design 

Process units are designed conventionally through the use of 

design parameters as we indicated in the previous chapter. These, when 

taken together with flows and compositions, permit the type of equipment 

to be specified and the size to be computed. Since the function of an 

activated sludge system is to remove BOD, the primary design parameter 

for the system is the fractional removal of BOD (f„). Measuring aerator 
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performance using the soluble portion of the BOD, the first design para

meter (DP), is defined as 

* 
S - S 

fs - "V^- (9-70) 
o 

* 
This design parameter sets S and the aerator will be sized to achieve 

this effluent. There is a trend towards using an effluent level rather 

than fractional removal for aerator design. In this case, (DPI, would be 

simply S . Table 9-5, for example, shows effluent specifications for 

conventional activated sludge and extended aeration systems. 

Secondary treatment plants are now being designed to achieve 

957o BOD removal. Assuming that primary clarifiers account for about 357o 

of the BOD reduction and, further, that suspended solids escaping from 

the secondary effluent accounts for half the BOD, f must be 0.96 to 

obtain an overall BOD removal of 957». 

Once size has been established secondary design parameters are 

needed to choose or compute the number of mechanical aerators (or the 

diffuser surface area), horsepower, aerator dimensions, cell size (if the 

aerator is to be staged). Normally after the primary design parameter 

(f in this case) has been invoked, the remaining design parameters are 

used sequentially. For the activated sludge system, however, sizing of 

the aerator is complicated by the dependence of the BOD removal on the 

contacting pattern, sludge age and the oxygen supply rate. These can 

depend in turn on the secondary design parameters. Frequently an itera

tive design procedure is necessary. 

Secondary design parameters for aerators might be the dimensions 

of the aerator vessel or compartment, such as height and width (DP)_, the 

flow per vessel or the number of vessels in parallel (DP)„, and the mean 

MLSS level (DP),. The sludge recycle ratio could be specified instead of 

MLSS as (DP),. Frequently, the aerator size (as horsepower) per BOD load 

unit or unit of vessel volume will be a design parameter, however, this 

parameter is not necessary because power requirement can be computed. The 

type of aeration equipment (mechanical, diffuser plates, etc.) is chosen 
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on the basis of cost and not through a "design parameter". 

The design procedure for a conventional activated sludge system 

will be illustrated by two cases i) spiral flow aerator using a sparger 

or a diffuser, ii) segmented aerator with mechanical aeration. For case 

i) a continuous model will be used for design, while we employ the cas

cade model for case ii). Figure 9-19 shows schematically the calcula-

tional procedure which might be employed using the continuous model. 

Figure 9-20 shows the procedure for case ii). 

In both procedures we use (DP), = r (recycle ratio) instead of 

MLSS. The first step is to invoke design parameters (DP)- and (DP), to 

calculate the conditions at the entrance to the aerator. (DP)„ is next 

used to obtain the velocity if the continuous model is used (case i)) or 

the detention time in a stage if case ii) is being considered. Although 

it does not appear in the figures, the primary design parameter, (DP),, 
* L 

is now used to obtain S . Figure 9-20 shows simultaneous solution of 
e * * < * 

the stage equation (eqn. (9-11)) for S and X un t i l S — S 
° \ i \ / / n n n e 

This establ ishes the number of stages required and the detention time in 

the aerator (T) can be computed. 

Figure 9-19 indicates simultaneous forward integrat ion of eqn. 

(9-12) for S and X. This may be accomplished, for example, by a 

standard Runge Kutta integration rout ine. At the end of the aerator with 

forward integrat ion, a rather d i f f i c u l t boundary condition must be s a t i s 

fied. Often i t is convenient to integrate backwards to avoid this prob

lem. The nature of the problem and the backwards integration technique 

are discussed in Chapter 7 and a sample FORTRAN program is shown. 

With the mathematical operations jus t indicated complete, the 

procedure in both figures shows the calculat ion of the food to organism 

r a t i o (F/X). This r a t io is checked against constraints and if the con

s t r a i n t s are not sa t i s f i ed , both figures show that the sludge recycle 

r a t i o , a design parameter, is adjusted. This operation ca l l s for some 

discussion. 

Conditions exis t in the operation of a system which regardless 

of the size of equipment chosen wi l l prevent the system from achieving 
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its specified performance. These conditions are often expressed as con

straints. A simple example of limiting operational conditions is pH. 

The activated sludge system functions poorly at pH's outside of a range 

from about 6.5 to 8.0. pH level, thus, acts as a constraint on the 

design. The F/X constraint, however, arises because of the operation of 

the final clarifier. 

It is well established that sludge age must be held within a 

fairly narrow range to achieve a rapid settling sludge with good thicken

ing properties. This was evident in the schematic diagram, Figure (9-9), 

included in the discussion of theory. Figure (9-21) shows much the same 

information, but data is included. It is evident that the sludge age 

should not be less than 2 days if the SVI is to be kept near its minimum. 

This limit corresponds to an organic loading of less than 0.7 for domes

tic sewage. Sludge ages of 10 days are satisfactory. On the other hand, 

only in extended aeration are sludge ages greater than 10 days encoun

tered. Thus, the other limit on organic loading for conventional activa

ted sludge is 0.2 lb. B0Ds/day/lb. MLVSS. Organic loading is often refer

red to as the food to organism (F/X) ratio. By definition 

24 S 
F/X = (9-71) 

T X 

where T is the detention time in the aerator in hours. The constraint 

can be stated as 0.2 < F/X < 0.7. 

Once the F/X constraint is satisfied and the length of the aera

tor is established for case i) and the number of stages for case ii), the 

oxygen requirement is calculated using eqn. (9-53). The oxygen supplied 

by the aeration equipment specified is computed next. If the supply is 

inadequate, the aeration equipment specification is faulty. If the oxygen 

supply is adequate, the DO level at the end of aerator is determined. 

With specific air rate known, the next step in the procedure in 

Figure 9-19 is to calculate the dispersion coefficient using eqn. (9-15) 

or an equivalent expression. The assumed dispersion coefficient D is 

checked and iteration can occur at this point. A similar procedure may 
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be seen in Figure 9-20. In this case, the cell dimensions to contain 

the mechanical aerator specified are computed and compared with the cell 

dimension set through a design parameter. If the agreement is not satis

factory, iteration on the design parameter must take place. 

Sludge recycle is usually in the range 0.5 < r < 2. This 

range can be used as a constraint on r set to satisfy the F/X constraint. 

If the latter constraint forces r to the limits, the procedure would be 

to vary the flow per aeration vessel, (DP)_. or dimensions, (DP) . This . 

is not shown in the figures. 

Table 9-5 taken from "Design Guide" shows a number of compu

ted parameters of conventional and extended aeration activated sludge 

systems based on design parameters of effluent BOD (line 1 or .2), MLSS 

(line 6), and air flow (line 16). The difference between design BOD and 

suspended solids and the average values reflects the practice of using 

Figure taken from reference (3). 
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"worst" flows for design. Note that MLSS is used in place of sludge re

cycle ratio as a design parameter and air flow has been used in place of 

specifying aeration equipment as shown in Figures 9-19 and 9-20. The 

BOD load specification could be used in place of the effluent as a design 

parameter. When both are given they indicate a feed condition as sugges

ted by the 4 columns listed for the conventional process. The table is 

useful because it serves as a comparison for operating or equipment para

meters computed in a simulation or design. 

TABLE 9-5. ACTIVATED SLUDGE PROCESS DESIGN CHART 

l . 

2. 

3 . 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

16. 

15. 

16. 

Dealgn BOO Effluent 

Average BOO Effluent 

Design Suspended Solids Effluent 

Average Suspended Solids Effluent 

Design BOO Load 

Design MLSS 

BOD Volume Load 

Excess Sludge 

Oxygen Uptake Rate 

per gallon tank 

Oxygen Concentration, ml 

Oxygen Transfer 

Airflow/gallon tank 

AlrflcWlb BOO Appl. 

Peak (24/18) 

Design Airflow 

Dimensions 

mg/1 

mg/l 

Bg/1 

mg/1 
lb/lb/day 

-8 /1 
lb/10 3 gal/day 

lb / lb MLSS/day 

lb / lb HLSS/day 

lb/10 3 gal/day 

mg/1 

lb/10 3 gal/day 

cu f t /ga l /dsy 

cu f t / l b BOD 

cu f t / l b BOD 

cu f t / l b BOD 

Extended 
Aeration 

(15)** 

(10)** 

(-65)* 

(-15)** 

0.065 

3000 

1.60 

0.03 

0.185 

4.60 

1 

5.20 

3.60 

2250 

2250 

2800 

I Activated Sludge 

20 

10 

25 

15 

0.25 

3000 

6.25 

0.22 

0.370* 0.275** 

9.30 

2 

12.20 

8.60 

1360 

1820 

2400 

6.90 

2 

9.10 

6.40 

1000 

1350 

2000 

25 

12 

30 

16 

0.50 

3000 

12.5 

0.52 

0.40 

10.0 

2 

13.20 

9.30 

740 

1000 

1500 

35 

15 

35 

18 

1.0 

3000 

25 

1.12 

0.65 

16.20 

2 

21.50 

15.00 

600 

800 

1200 

50 

22 

45 

22 

2.0 

3000 

50 

2.32 

1.15 

28.70 

2 

38.0 

26.5 

550 

730 , 

1100 

Table 9-6 summerizes a set of criteria prepared by 0WRC for the 

operation of their activated sludge systems. They can be considered as 

design parameters. The design parameters indicated are BOD loading, 

MLSS, and air supplied rather than effluent BOD, recycle ratio, and aera

tion equipment specification which were used in Figures 9-19 and 9-20. 

Sludge quality (age) and DO level also appear as well as pH and tempera

ture. These latter criteria function as constraints as we suggested 

earlier. The table illustrates that a variety of other design parameters 
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can be used f o r a c t i v a t e d s l u d g e s y s t e m s , 

TABLE 9 - 6 . OWRC CRITERIA FOR A WELL FUNCTION ACTIVATED SLUDGE 
SYSTEM 

Temperature: 

pH: 

Air Requirements: 

Aeration Period: 

Sludge Age: 

B.O.D. Loading: 

Sludge Quantity: 

Sludge Quality: 

75 to 85 F 

Between 7.0 and 7.5 

(a) 0.5 to 1.5 cu. feet of free air per gallon of sewage 

(b) 500 to 700 cu. feet per lb. B.O.D. removed when 

B.O.D. loading 25 to 30 lb. per 100 lb. aerator solids 

(c) 700 to 1750 cu. feet per lb. B.O.D. removed when B.O.D. 

loading 25 to 12 lb. per 100 lb. aerator suspended solids 

(a) Diffused air - 5 to 7 hours 

(b) Mechanical - 8 to 10 hours 

3 to 4 days 

(a) 25 to 30 lb. of B.O.D. per 1000 cu. feet of 

aeration tank 

(b) 30 to 40 lb. of B.O.D. per 100 lb. of aerator suspended 

solids for large plants 

(c) 20 to 30 lb. of B.O.D. per 100 lb. of aerator suspended 

solids for small plants 

(a) 1500 to 3000 p.p.m. aerator suspended solids for 

diffused air plants 

(b) 500 to 1200 p.p.m. for mechanical aeration plants 

Volatile matter - 60 to 85% of total aerator solids 

Alkalinity - 100 to 200 p.p.m. 

Dissolved Oxygen -

Content at outlet - 2.0 to 5 p.p.m. 

30-minute settling test - 15 to 257. 

Sludge Volume Index (a) near 100 for diffused air plants 

4b) about 2.50 for mechanical aeration 

plants 

9.12 Example 

Figure 9-22 is a simulation model adapted from Smith and Ei-
(12) 

lers and used in some of our studies of Ontario waste treatment 
(18) 

plants . A staged aerator is assumed. Among others, eqns. (9-11), 

(9-31), (9-33), (9-44) to (9-49) are employed in the model. Notice that 

the subroutine is considerably longer than others in the notes, even 

(18)silveston, p.L#j "Simulation of the Mean Performance of 
Municipal Waste Treatment Plants", Water Research b, 1101-1111 (1972) 
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though nitrification, 0 requirement, change in the DO level are ig

nored. This reflects the complexity of models for the activated sludge 

system. 

Although the subroutine follows the recommendation of transla

ting the STRMI and EN statements into more easily understood symbols we 

made in Chapter 7, the symbols are those used by Smith and Eilers and 

not those used in the manual. The model includes the final clarifier. 

Combining both units in a single model has the advantage of simplifying 

the iterative calculations and thus the time of execution. The versa

tility of the activated sludge model, however, is substantially reduced. 

It is not a practice we recommend. 

SUBROUTINE AC8LD1 
C 
C S1LVKSTON MODIFIED VERSION OF SMITH MODEL. 
C 
C 

DIMENSION NAMLC 5 0 >,NAME2< SO >,TITLE< 24>,AEN< 2 , 4 0 >,PAPBR( 2 , 1 0 ) 
DIMtNSION SN< 7 5 , 2 5 ) , E N t 2 0 , 2 0 > , NPAPER< 2 0 ) 
DIMENSION NPROCSI I 4 , SO I , EHS( 3 0 I , LOOP! 1 0 > , I P L U N ( 1 0 > 
DIMENSION S T K M I ( S , 2 S >,STVMO( 5 , 2 5 ) 
DIMENSION NAMENC 2 0 , 2 0 >, NAMESNt 25I .NAMDEFI I S ) , K E Y ! 2 0 1 
COMMON S N , E N , S T R M I ,STKMO, AF.N, NIM, NOUT.NE 
COMMON NAME,NAME2,TITLE, PAPER,NPAPE R, NPKOCS, E P S , LOOP, IPLUN , NtJMPR 
COMMON KSETS.KRUN.NHLMAX.NEHAX^SLMAXaNSMAX.NOAEN 
COMMON NAMEM,NAMESN,NAMDEF,KEY,NONAME 
DIMENSION S < t O ) , X ( I O > 
SEAL MLSS,MLS 

C 
C 
C THE MOST IMPORTANT ASPECT OF SIMULATION OF ACTIVATED SL0DO8 UNIT I S 
C DETERMINATION OF GROWTH RATE OF C E L L S , C » < L B / D A T / L B ) . T H I S SUBROUTINE 
C OSES THE MOMOD RELATIONSHIP, 
C C » = K R * S / I K S * S I 
C «BBME (B ISTRE MAXIMUM BATB CONSTANT FOR 8YNTHESISCDAT**-1> AMD XS 
C IS TBE SATURATION CONSTANT!MO/L OF SUBSTRATE) 
C 
C TBE DEATH BATB OF CELLS,DB*<LB/DAY/LB) IS CONSTANT AT A VALUB OF IE 
C THE ENDOGENOUS RESPIRATION CONSTANT,FRACTION OF VIABLE CELLS WHICH 
C LYSE PER DAT. 
C 
C 
c»««»««»»»«»»«»»»*«*•»*•«»»*•»»»«•»««««»»•«•*««*»***»•«*»*»««••»*•»•*« 
C THE EOUIPMENT VECTOR IS AS FOLLOVS, 
C 3. VOLUME. 9. RESPIRATION RATE. 
C 4. VRSS. 10. XKSS 
C S.ACTIVE CELLS. 11. VSS/MLSS RATIO. 
C 6. MAX. RATE CONSTANT. 12. VSS 
C 7. YIELD COEFF. 13. NTKSI NO. OF AERATION TANKS.! 
C 8. SATURATION AMT. 14. CROSS-SECTIONAL AREAlPINAL SETTLERS I 
C IS. MLSS 
C 1 6 . TEMPERATURE. 
C 1 7 . RECYCLE FLOW IN ABRATOR. 
C»*»»»«««»«»»*»««»«»«««*«»»«• *» • *»»• •«»»»»«»««•«* *»»»«* • •» • *»* • • *« * *» 
C 
C SET NO. OF ENTRIES IN EOUIPMBNT VECTOR FROM THIS SOUROUTIMB 

EN(ME,2)aI7. 
KET(NB>»8 
DATA < NAMEN(8,I »,1-1,17 )/"NO. •,'NTMT" ,'VOL. •,•»««*•,'CELL't 

• •BATE*,•YLO.•,•SAT.•,•RESP*,•XBSS*,•VS/M',•VSS'.••TKS» t * AREA•, 
• • MLSS* ,«TEMP«,• RCLB1 / 

C 

c 
C 017 IS SET AT A CONSTANT VALUE OF 7.0 MOD. 
C 
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T ' E N ( N E , I 6 > 
O I 7 > 0 . 6 2 * S T R M U 1 , J I 
Q14*STIMI< 1 , 3 ) 
P C ' O . I 
S C - 0 . 2 7 7 
MLSS«EM(NB, I S ) 
V S S * 0 . 6 * M L S S 
MTIb-FNI N L . 1 3 ) 

c 
C SSI IS THIS CONCENTRATION OF NON-BIODBORADABLE TOLATILB SUSPENDED 
C SOLIDS GOING INTO AEBATOK. 
C 

SSl'STBMtt 1,8>*SC 
e 
C S E T - O P FOB INTERVAL HALVING TECHNIQUE. 
C 

1 0 SI I » » 0 . S * S T B N I ( 1 , 7 I 
S U P ' S T H M l l 1 , 7 1 
S L O V ' O . 
I 8 » 0 

1 6 CONTINUE 
K « 0 

1 7 CONTINUE 
C 

c 
C DETERMINATION OP SOLID FRACTION OF BOD COMING INTO AEBATOBt S F B O D ) . 
C EQUATIONS ABB OBTAINED FROM MASS BALANCES, 
C 
C 

A«STRMI( I , 7 ) * S T R M I < 1 , 3 ) / < 0 1 7 * S ( I ) ) 
B » E N < N S , 4 > - 1 . 
SFBOD>( B-A*SORTII A - B > * * 2 * 4 . * A * B * S T B M I ( 1 , 6 ) / S T B M I ( 1 , 7 ) ) >/< 2 . * B > 

C 
C 

c 
0 1 S - ( STRMK 1 , 3 > * ( l . - B N I NE, 1 0 ) ) - O l 7 * ( ENf N E . 4 1 - 1 . 1 ) /< EN< N E , 4 >-EN( N£ 

1 , 1 0 ) ) 
1 F < O I 5 . L T . 0 . O S > GO TO 1 8 
Q14*STBMI< 1 , 3 ) - 0 I S 
TEMPI«Q14*UN( NE, 10 >*Q1S«ENI N E , 4 ) 
S 1 7 - < l . - S F B O 0 ) » S ( t >*s< I >*SFUOII*EN( N E , 4 ) 
BSS«S<I)«SFBOD/0.8 
B N S * S S 1 * S T R M I ( 1 , 3 ) / T E M P 1 
XI 1 >»EN< N E , 7 >*C STRUM l , 3 ) * S T E M t t i , 7 > * S I 7 » Q 1 7 - S C 1 )•< Q17»STBMI< 1 , 3 ) ) 

• l / T E M P l 
ASS'XI 1 ) 
D S S * 0 . 18*EN( N E , 7 ) » ( S T B N I ( 1 , 7 ) - S ( 1 >>*STKMI( 1 , 3 I / T E M P 1 - 0 . I 8»X( 1 ) 
I F < D S S ) 7 4 , 7 4 , 7 5 

74 DSS»0. 
75 VSS=ASS+UNS+DSS+BSS 

SIKERT*PC*DSS 
DVSS=( MLSS-VSS l»EN< N E , 4 ) 
1 F I D V S S . L T . 0 . )DVSS = 0 . 
MLS « V S S * ( ( STUNK 1 , 4 ) - S T R M I < 1 , t ) ) >*STRNI< 1 , 3 ) • ( S I NEKT+DVSS > » 0 1 7 1 / 

» ( 0 1 7 » S T K M I ( 1 , 3 >) 
DMLSS>( MLS-NLSS >/NLS 
I P ( ABS( D M L 3 S ) . L T . 0 . 0 ! ) CO TO I S 
MLSS*MLS 
K»K*1 
OO TO 17 

18 CONTINUE 
017:017-0 .01*017 
OO TO 16 

IS CONTINUF. 
M L S S ' I MLS+MLSS ) / 2 . 

C 

C DTAR I S THE DETENTION TIME FOB EACH AERATION TANK. 
C 
C 

DTAR°E.N< M B , 3 ) / ( NTKS*< STUMII 1 , 3 ) + Q 1 7 ) ) 
C 
C 
C S ( I ) - C O N C E N T R A T I O N OF SUBSTRATE OUT OF AERATION TANK. 
C S< O - C O N C E N T B A T I O N OP SUBSTRATE INTO AERATION TANK. 
C XI I ) -CONCbNTRATION OF MIC VU-OMCANISMS OUT OF AERATION TANK. 
C X( K)-CONCENTRATIOM OF MICRO-ORGAN I SMS INTO AERATION TANK. 
C S I T - V A L U E FOR S( 1 I FROM OVERALL MASS B A L A N C E . 
C X I T - V A L U E FOR ( ( 1 ) FROM OVERALL MASS B A L A N C E . 
C 

c 
SO 1 1 l « l , N T K S 
K « I * 1 
C S T A R « E N ( N E , 6 ) » S < I >*X< I >*DTAR/< KN( N E , 8 ) + S < I ) ) 
S ( ( >«S< I l + G S T A R / E N t N t , 7 ) 
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11 X<K)*X( 1 >*EMNK,9)«DTAK»X( I >-CSTAB 
SIT«(STKNI( 1 ,3>»STRNH l , 7 ) * 0 1 7 » S 1 7 ) / ( STSMK 1 , 3 1 * 0 1 7 ) 
XIT'EN(NB,4>«X( 1 > * 0 I 7 / < 0 1 7 + S T R N I < 1 , 3 > > 

C 
c 
C START OF ITERATION CALCULATIONS. 
C 
c 

PS1={ S< NTKS+l l - S I T l / S I T 
IF( ABSCDS1 ) - 0 . 0 1 1 2 8 , 2 9 , 2 2 

23 I P ( 1 3 - 1 5 ) 2 4 , 2 8 , 2 8 
24 IFCDS1 I 2 S , 2 5 , 2 7 
25 S L O » » S ( 1 ) 

8< 1 )»S( 1 ) * 0 . S « < SOP-SLOW) 
I S « 1 S * 1 
CO TO 16 

27 60P*S( 1 ) 
S( I »»S( 1 >-0.S*< SOP-SLOW > 
I S » I S + 1 
CO TO 16 

29 P X l c < k ( N T K S + l ) - X I T ) / X I T 
lF<A8S<DXt > - 0 . 1 1 5 3 , 5 3 , 10 

S3 S F l c S ( l ) 
C 
c 
C tilBN ITEBATIOMS HAVE CONVERGED PBOORAM SKIPS TO BEBB. 
C 
c 
c 
C CALCULATIONS FOB ODTPtfT QUANTITIES. 
C 
c 

DBOD»SFt*< l.-SPBOD) 
SFfr*EN(NE, 101*1.0 
BOD14»< 0 . 9 4 » A S S + 0 . 8 * B S S )»EPF • • < 1 ) • { l . - S P B O D I 
KN(NE,17 )>Q17 
ENfKB, 1S)»MLSS 
ENIKB, 12>>VSS 
STBMOt 1 , 8 > * E N ( N S , 1 0 ) * * S S 
STBMO< 2 , 8 >'EN( NE, 4 >*VSS 
STRMO( l , 3 ) » O t 4 
BN(NE,S)«X( I I 
STBNOt 2 , 3 1 * 0 1 5 
STBNOt l , 7 > * B O D 1 4 
BHCNE, 11 )>VSS/HLSS 
| T U < X l , 5 ) » O B O D 
STRMOt 1 , 6 )*BOD14-DBOD 
STRHOI 2 , 7 ) = S 1 7 
STRWOt 2,5>=PBOD 
STRriO< 2 , 6 )=S17-OBOD 
STRNOt 1 , 4 >sEN( NE, 10 >*NLSS 
STBMOt 2 , 4 > * E K ( N B , 4 )*HLSS 

3 0 0 CONT1NUE 
ItBTUBN 
ENS 

FIGURE 9 - 2 1 . SEPSIM MODEL OF AN ACTIVATED SLUDGE 

AERATOR 
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10 TRICKLING FILTER MODELS 

Use of trickling or biological filters has been limited in 

Canada even though this method of secondary treatment is widely used in 

the United States and Europe. The explanation for this, it is claimed, 

is the sceptical attitude of provincial regulatory agencies toward the pro

cess. It is difficult to attain BOD removals greater than 80 to 85 per 

cent, fly nuisance, ponding problems, and fear of winter freeze-up are 

cited as reasons for discouraging filter use. The freeze-up problem can 

be avoided. Biological filters are successfully operating in the Prairies 

(Regina) and in Northern Ontario during winter. Proper design of the 

ventilation system and of the distributor alleviates the winter 

ice formation problem provided recycle is limited. Jank et al. recently 

demonstrated successful winter operation of a tower filter using the 

plastic FL0C0R packing on a primary effluent in a Southern Ontario loca

tion. Plastic packing also reduces the fly problem, and ponding seve

rity when filters are overloaded. Interest is developing in using filters 

as a roughing treatment for packing and other food industry wastes before 

they are discharged to sewers. Trickling filters are, therefore, a bio

logical treatment alternative which must be considered in Canada. 

In this chapter, we will examine briefly the function and theory 

of trickling filters. Our emphasis will be on filters using a plastic 
(2 

packing. We will consider, in particular, models proposed by Kornegay ' 

' and Roesler and Smith as these have been developed with computer 

^Lancaster, E.A., Silveston, P.L., Drynan, W.R. and Jank, B.E., 
"Plastic Packed Trickling Filter Under Canadian Climatic Conditions", Pulp 
and Paper, Dec. 6, 58-61 (1968) 

(2) 
Kornegay, B.H. and Andrews, J.F., "Kinetics of Fixed Film 

Biological Reactors", J.W.P.C.F. .40, No. 11, R460 (1968) 
(3) 

ibid, "Application of the Continuous Culture Theory to the 
Trickling Filter Process", Proc. 24th Ind. Waste Conference, Eng. Ext. 
Series, Purdue Univ., Lafayette, Ind. (1969) 

(4) 
/Kornegay, B.H., "Modelling and Simulation of Fixed Film Biolo

gical Reactors", 8th Annual Workshop of the Assn. of Envir. Eng. Professors, 
School of Civil Engineering, Georgia Tech., Atlanta, Georgia (1972) 

Roesler, J.F. and Smith, Robert, "A Mathematical Model for a 
Trickling Filter", Publ. W69-2, F.W.P.C.A., U.S. Dept. of the Interior 
(February, 1969). 
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use in mind. 

The rotating disc contactor, a process similar to the trickling 

filter in that the biomass responsible for BOD reduction forms on a solid 

surface, has been tested in the Northern U.S.A. successfully and must also 

be considered for Canadian application. We will discuss the process and 

a model for it briefly. 

10.1 Operation 

Trickling filters consist of a packing which supports a biomass. 

Sewage or other dilute waste is distributed continuously over the upper 

surface of the packing. It trickles and spills through the packing, con

tacting the biomass, and eventually is collected in a sump under the bed 

and pumped to a settler. Figure 10-1 shows schematically a conventional 

filter containing a bed of 2" to 3" coarse rock. The arms shown in the 

FIGURE 10-1. SCHEMATIC DIAGRAM OF A 
CONVENTIONAL TRICKLING 
FILTER WITH ROTATING 
SPRAY ARMS, ROCK MEDIA, 
AND TILE UNDERDRAIN* 

diagram rotate slowly distributing the sewage. Mechanical draft is not 

needed to draw air through the bed; natural circulation occurs due to 

humidification of the air, and usually this is- sufficient. Filters are 

aerobic systems so good liquid-air contact is important for oxygen trans

fer. Installations using plastic media are similar except that much taller 

structures are used. 

Figure taken from reference (6) with the kind permission of 
the publisher. 

^ 'K. Irahoff and G.M. Fair, "Sewage Treatment", 2nd Edition, 
John Wiley (New York, 1956). 
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Trickling filters for sewage are designed now for high-rate 

operation, and recirculation is frequently employed. Recirculation 

schemes, some of which are patented, are shown in Figure 10-2. The pur

pose of recirculation is to maintain adequate wetting of the packing, 

improve waste distribution through the media and to raise the BOD re

moval. The primary clarifier shown upstream of the filter in Figure 10-2 

removes suspended matter which might clog the nozzles of the distributors 

or contribute to ponding with rock media. Clarification is not necessary 

for a screened waste when the open structured plastic media are employed. 

Recirculated flow 

Recirculated flow 

Recirculated flow 

,, Effluent 

FIGURE 10-2. COMMON METHODS OF RECIRCULATION IN 
THE OPERATION OF TRICKLING FILTERS* 

Figure 10-3 shows FLOCOR, one of the score or so of plastic 

media which are replacing rock as filter packing. These media are said to 

provide better liquid distribution, oxygen transfer, and, in some cases, 

they offer higher specific surface areas. They usually are free from 

*Figure taken from reference (6) with the kind permission of 

the publisher. 
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ponding, eliminate fly nuisances and can be built to appreciable heights. 

FIGURE 10-3. "FLOCOR" PACKING MODULE 

Figure 10-4 is a photograph of a pilot scale unit operated by the Univer

sity of Waterloo which had a depth of 18 ft. Rock media beds are 

rarely deeper than 6 to 8 feet, 

Figure taken from reference (7). 

Industrial Research Institute, "The Operation and Performance 
of 'Flocor' Packed Biological Filters Under Canadian Climatic Conditions", 
Research Report, University of Waterloo, (1969) 
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FIGURE 10-4. A PILOT SCALE 'FLOCOR1 PACKED 
TRICKLING FILTER* 

10.2 Theory 

Five distinct classes of physical phenomena are involved in 

trickling filter operation: 

i) liquid distribution over the filter surface, flow through the 

complex packing structure, and wetting of the packing surface, 

ii) biodegration of organic matter in the slime layer by aerobic 

and anaerobic bacterial action 

iii) sloughing off the slime 

iv) oxygen transfer into the liquid phase 

v) transfer of organic matter and oxygen through the liquid film 

Figure taken from reference (1) with the kind permission of the 
magazine "Pulp and Paper". 
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to the slime layer and hence by diffusion in the layer. 

Liquid distribution and wetting (and pooling in rock media) are 

important because they collectively determine the holdup of liquid on the 

filter media. The mean contact time depends on holdup. For the liquid: 

rH - &i ,10-D 

where H is the holdup in cu. ft. of holdup/cu. ft. of media; L = 

packing depth (ft.); and q is the waste feed rate in cu. ft./sq. ft. of 

bed surface. Plastic media provide various lengths of vertical or in

clined flat surface. Liquid runs down the surface as a film, collects at 

the bottom surface, and either flows or drops to the next layer of packing. 

Film thickness and its contribution to holdup can be crudely estimated 

using the well-developed theory of laminar flow on plates. Beading of 

liquid at the bottom edge and holdup due to the slime on the surface would 

increase this holdup by two to threefold. 
/g\ 

Early models for rock media assumed smooth continuous films, 
(9) 

but Atkinson et al. demonstrated films on rock were highly irregular 

and suggested that flow in rock media was primarily by cascades from pool 

to pool. These pools contained the bulk of the holdup. The pool forma

tion may be due to the slime formation which obstructs some fine passages 

through the rock media. 

In all media, holdup and thus contact time will be some function 
2 

of the specific surface area (ft /cu. ft. of packing). 

The complexity of holdup has lead to the practices of empiri

cally correlating holdup or contact time . Roesler and Smith use 

^ ^Rowland, W.E., Pohland, F.G. and Bloodgood, D.E., "Kinetics 
in Trickling Filters" in Eckenfelder and McCabe, "Advances in Biological 
Waste Treatment", MacMillan Co. (New York, 1963). 

(9) 
K 'Atkinson, B., Swilley, E., Busch, A., and Williams, D., 

"Kinetics, Mass Transfer and Organism Growth in a Biological Film Reactor", 
Trans. Inst, of Chem. Engs. 45, T 257 (1967). 

^ 'Sinkoff, M., Porges, R. and McDermott, J., "Mean Residence 
Time of Liquid in a Trickling Filter", J. San. Eng. Divl, A.S.C.E. 8j>, 
662 (1959). 
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m 

(10-2) 

in their filter model where A is the specific surface area of the 
P 

packing; L = depth, while q is the hydraulic loading (usually millions 

of gallons per day per acre of bed surface). The exponents m and n 

are experimentally determined; m ranges from 0.75 to 1.0 ' , while 

Table 10-1 shows n as a function of A for various packing (see p. 

10-15). 

PIPES 

f A HONEYCOMBS 
t AND SQUARES 

CORRUGATED SHEETS 

^0.2 0.3 0.5 10 2.0 3.0 5.0 
DIAMETER (inches) - A 

FIGURE 10-5. RELATIONSHIP OF SPECIFIC SURFACE 
AND DIAMETER FOR VARIOUS MEDIA* 

Specific surface areas for various types of plastic media are shown in 

Figure taken from reference (11). 

Design Guides for Biological Wastewater Treatment Processes", 
Water Pollution Control Research Series - 11010 ESQ 08/71, Environmental 
Protection Agency (Washington, D.C., 1971). 
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F i g u r e 1 0 - 5 . 

The b iomass on a f i l t e r i s a p t l y r e f e r r e d to as a s l i m e . 

F i g u r e 10-6 shows t h e b iomass s l i m e found on a p l a s t i c media a f t e r s e v e 

r a l months of c o n t i n u o u s o p e r a t i o n . The s l i m e , of c o u r s e , i s a community 

FIGURE 1 0 - 6 . APPEARANCE OF THE BACTERIAL SLIME 
ON THE "FL0C0R" PACKING" 

composed of a l a r g e number of h e t e r o t r o p h i c m i c r o - o r g a n i s m s , of which t h e 

most i m p o r t a n t a r e b a c t e r i a , p r o t o z o a , f u n g i , and worms; each in many 

g e n e r a and s p e c i e s . B a c t e r i a and o t h e r m i c r o - o r g a n i s m s s e c r e t e enzymes 

t h a t c a u s e h y d r o l y s i s of complex o r g a n i c compounds i n t o s u b s t a n c e s t h a t 

' ' F i g u r e t a k e n from r e f e r e n c e ( 7 ) . 
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can be utilized as food. Species relations are to some extent symbiotic, 

but competition between species for food, predation and parasitism of one 

species on another and other interactions are present and indeed essential 

to the proper function of the slime. Figure 10-7 illustrates a few of the 

more prominent micro-organisms. 

(A) Zooglea ramigera, (B) Sphaerotilus natans, 
(C) Phormidium sp., (D) Stigeocloniura, (E) a 
nematode worm, (F) a rotifer. 

FIGURE 10-7. MICROORGANISMS IN FILTER SLIME 

The algae and fungi make up most of the attached materials with 

colonies of bacteria, fungi, algae and individual protozoans developing 

within or upon the basal mat. The complex is referred to as a zoogleal 

growth even though it includes filamentous organisms as well as bacterial 

•k 

Figure taken from reference (12) with the kind permission of 
the publisher. 

(12") 
'Hawkes, H.A., "The Ecology of Waste Water Treatment", Per-

gamon Press (New York, 1963) 
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colonies of "zoogleals". The "zoogleal" bacteria are believed to be pri

marily responsible for the oxidation of organic compounds. The fungi 

hold the biomass together through their branch mycelia. 

Protozoa form another major group of the slime population. 

These one-celled animals are primarily i) holozoic feeders which obtain 

their food by ingesting living organisms as well as small organic parti

cles and ii) saprozoic feeders who can utilize only the material in solu

tion. Worms present in portions of the slime include nematodes, aquatic 

earthworms, and earthworms. Algae occur in those parts of the bed where 

sunlight penetrates. Snails and insect larvae complement the grazing 

fauna on rock media. They are less frequently found on plastic packing. 

Although a trickling filter is normally classified as an aerobic 

device, it is actually a facultative system. The micro-organisms build 

on the plastic or rock surface and grow with the continued application of 

fresh wastes. Newly formed organisms at liquid-slime interface obtain 

most of the organic matter and dissolved_oxygen and multiply faster than 

organisms close to the plastic surface. As the slime builds up, the dis

solved oxygen drops near the media surface. Those biomass micro-organisms 

which are facultative shift from an aerobic to an anaerobic metabolism. 

Anaerobic metabolism yields toxic end products which soon causes 

death of the cells in direct contact with the plastic. This results in 

weakened surface bonding and flow across the slime causes it eventually 

to shear off. The free slime is washed from the media and is ultimately 

removed in a clarifier. New growth starts on the now bare surface and 

the cycle is repeated. 

Early models paid little attention to the biomass, assuming 

tacitly that it was uniform in age, bacteriological composition, thickness 

and activity. It is now widely accepted that only the outer surface of 
(2) 

the slime is aerobic. In a careful study, Kornegay and Andrews 7 showed 

that the active portion of the slime film had a thickness "d" of about 

70 u,, but the film itself could have thicknesses of about 300 \x ("h" in 

Figure 10-8). As the film grows, the facultative process sets in leading 

eventually to the sloughing off the slime. The process then begins afresh. 

It follows from this viewpoint that the biomass-slime at a point within 
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the bed should be considered to be a dynamic system exhibiting different 

cha rac te r i s t i c s depending upon slime age. Summing over the large number 

of microscopic dynamic systems gives the impression of steady s t a t e . 

TOTAL FILM THICKNESS 
h h -

/ 

/ • • • • • • • • 
t ? . . . . . 

G R O W T H / •>:•:•:•:•:•:•:•: 

• * • • • • • • • • 
/ ; ' j i • • • • * • • 

/ 
y 'CvIv.v.'I 

PI 
'WW 

ACTIVE THICKNESS k-d-̂ l 

LIQUID 

FIGURE 10-8. A SECTION OF SLIME FILM SHOWING 
SCHEMATICALLY ACTIVE (AEROBIC) 
AND INACTIVE (PARTIALLY ANAEROBIC) 
PORTIONS OF FILM* 

The dissolved oxygen carried into the filter with the primary 

•effluent is inadequate for the consumption of organic matter by the slime 

organisms. Thus, oxygen transfer from air through the liquid film into 

the slime is essential. There should be sufficient circulation of air 

through the filter that there will be relatively little resistance to 0„ 

transfer in the gas phase. The main resistance will be in the liquid. 
(13) Figure 10-9 illustrates schematically the situation . Transport through 

the liquid is extremely sensitive to the level of turbulence in the liquid. 

Turbulent mixing will be promoted by downward flow for an uneven, freely 

moving filamentous slime and through ripple formation. Droplet formation or 

beading (plastic packing) cuts circulatory mixing so that oxygen transfer 

is poorer at "beading" points. Transport would be poor in any slowly ir- ~ 

rigated pools (rock, media) so the slime in such pools could be anaerobic. 

"Diagram taken from reference (2) with the kind permission of 
the Journal. 

(13) 
Notes: "Biological Waste Treatment", Univ. of Waterloo, 

Waterloo (July, 1967) 
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INTERFACE*^-
rl/Tr BR0KEN 

_ 3 » k T LIQUID FILM 
GAS V LIQUID 

EDDYS 

CL 

QUIESCENT TURBULENT 

FIGURE 10-9. TRANSPORT OF 02 INTO 
LIQUID/SLIME FILMS IN 
A TRICKLING FILTER* 

Measurements of oxygen transport in filters seem to be absent 

in the Sanitary Engineering literature. By necessity, then, models for 

BOD removal in filters neglect 0~ transfer. 

10.3 General Modelling Considerations 

Requirements for a model are essentially those we discussed in 

Chapter 9. We need quantitative expressions for: 

i) reduction of soluble BOD iii) reduction of nutrient levels 

ii) production of suspended solids iv) temperature change and water 

loss 

Expressions must relate the above changes explicitly to operating para

meters such as hydraulic loading and to design parameters such as packing 

type and characteristic dimension, and packing depth. 

10.4 BOD Removal 

The s imples t f i l t e r models assume t h a t the removal of BOD in a 

f i l t e r depends only upon the l eve l of b i o - o x i d i z a b l e ma t t e r . The r a t e of 

removal i s assumed to be a l i n e a r funct ion of t h i s l e v e l . Thus, 

3 s - -ks 

dT 

(10-3) 

where S i s the u t i l i z a b l e s u b s t r a t e (or BOD) in mg/1, and k i s an 

exper imenta l ly determined r a t e c o e f f i c i e n t . T i s the con tac t time of 

l i qu id in the f i l t e r . Assuming time i s d i r e c t l y p ropor t i ona l to depth 

Diagram taken from refe rence (13) 
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leads on integrat ion of eqn. (10-3) to "Velz's biological law for f i l t e r 

beds" , and the basic model proposed by Stack : 

S /S = exp (-k L) (10-4) 

The full models of both Velz and Stack are more complicated than eqn. 

(10-4). Both authors assume that BOD saturation can occur so that at 

higher loadings the purification rate is constant. Design equations are 

derived to predict the BOD leading which will saturate the filter 

Operating at this loading provides maximum utilization of the filter; 

that is, maximum BOD reduction/unit volume. Emphasis now has switched 

to reducing S to low values. This is a different condition than maxi

mum utilization so the approach of Velz and Stack has not been pursued. 

Howland et al. , Sinkoff et al. ' and Schulze have em

ployed eqn. (10-3) and attempted to relate T to specific surface area 

A , media, hydraulic loading (q), and filter depth (L). Schulze ' 

proposes, 

S /S = exp (-k'L/q0,6) (10-5) 

(18 191 
In an extension of this treatment, Eckenfelder ' assumes 

(14) 
'Velz, C.J., "A Basic Law for the Performance of the Trick

ling Filters", Sewage Works, 20, No. 4, 607 (1948) 

'Stack, V.T., Jr., "Theoretical Performance of the Trickling 
Filter Process", Sewage Industrial Wastes, _29, No. 9, 987 (1957) 

^ 'Behn, V.C., "Trickling Filter Formulations" in Eckenfelder 
and McCabe, "Advances in Biological Waste Treatment", MacMillan (New York, 
1963) 

^Schulze, K.L., "Elements of a Trickling Filter Theory", in 
Eckenfelder and McCabe "Advances in Biological Waste Treatment", MacMillan 
(New York, 1963) 

(181 
Eckenfelder, W.W., Jr., "Trickling Filter Design and Perfor

mance," J. Sanitary Eng. Div., Proc. A.S.C.E., j37, 33 (1961) 
r 191 
v 'Eckenfelder, W.W. and Ford, D.L. , "Water Pollution Control", 

Pemberton Press (Austin, Texas, 1970) 
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that the rate is proportional to the biomass (X) present at a point in 

the filter, 

p = -k X S (10-6) 

If the slime depth h is uniform, X will be proportional to the speci

fic surface area of the packing A . Using eqn.(10-2), T can be re

placed so that integrating over the depth of the filter, 

Se/SQ = exP [ -k" Ap ^ L /qn ] (10-7) 

k" is a function of the substrate used, media type, characteristic dimen

sions and configuration, and oxygen ventilation. Eckenfelder redefines 

k" to be a function of A as well and proposes 

Se/SQ = exp [ -kA ApL/q
n ] (10-8) 

Roesler and Smith^ ' use this model, but with S representing total BOD,. 

rather than soluble BOD- as Eckenfelder originally proposed. They assume 

the ratio of soluble to suspended BOD does not change over the filter. 

All models in this section can be written, similarly, in terms of either 

soluble BOD (S*) or total BOD(S). The coefficients in the model, of 
* 

course, will depend on this choice of variable. If S is used, it may 

be assumed that all the suspended BOD contribution in the waste is removed 

by the filter. The filter effluent, however, has a suspended BOD contri

bution arising from the slime sloughed off the media. 

Rate constants k", k are temperature dependent. Eckenfel-
. (19) 
der suggests 

k = k2Q (1.035)
T_2° (10-9) 

for both k" and k where T = °C and k Q is the reference value of 

the constant obtained at 20 C. 

The coefficients in the above equations depend on the units 
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used. Hydraulic loading (q) in North America is currently reported as 

million gallons (U.S.)/acre of f i l t e r cross-section area/day (mgd/acre = 

0.016 gpm/ft = 0.939 m3/m2/day). Values for A , n and (k ) are 
p A Z. \J 

summarized in Table 10-1. For plastic corrugated packing with A = 27 
-1 -1 p 

ft and plastic rings with A = 30 ft , values of n = 0.5 and 
P 

k = 0.017 (with q in mgd/acre) were obtained in Texas pilot scale 
(11) (5) 

experiments . For rock media, Roesler and Smith suggest n = 0.91 -
6.45/A , (k A) 2 Q = 0.0237. 

TABLE 10-1. EMPIRICAL VALUES FOR A , n, (k.)on IN EQUATION (10-S)^ 
p A ZU 

Media 

Rock 

G r a v e l 

S u r f a c 

Dowpac 

P o l y g r : 

S i z e 

3 / 4 " 

1" 

1 - 3 / 4 " 

3 " 

-

( P l a s t i c Media) 

10 ( P l a s t i c 
Media) 

Ld ( P l a s t i c 
Media) 

Mead-Cor ( P l a s t i c 
Media) 

C o r r u g a t e d A s b e s t o s 

Ap ( f t " 1 ) 

50 t o 60 

42 

2 1 . 6 

1 1 . 8 t o 1 2 . 6 . 

1 1 . 6 

1 9 . 7 

25 

25 

30 

30 

25 

50 

85 

n 

0 . 8 t o 1 

0 . 7 8 

0 . 3 9 

0 . 4 0 t o 

0 . 3 1 

0 . 6 1 

0 . 7 8 

0 . 5 7 5 

0 . 6 5 

0 . 7 0 

0 . 5 0 

0 . 7 5 

0 . 8 0 

3.85 

0 . 5 3 

<kA>20 

0 .0209 

0 .0223 

0 .0233 

0 .0260 

(k.) . values assume substrate is total BOD,. 

The Monod equation provides an alternative kinetic model for a 

trickling filter. We have adapted the treatment of Kornegay and And

rews ( 2 , 3 , 4 ) in what folic 

in a trickling filter is 

rews ' ' ' in what follows. The rate of change of the biomass at a point 

\ 
= |i X (10-10) 
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where the s p e c i f i c growth r a t e i s 

v- - G ( ^-—g ) do-i i ) 
m 

k = saturation constant while (j, = maximum specific growth rate. 

The growth of the biomass is related through a yield coefficient Y to 

the rate of substrate (BOD,.) consumption, so 

Rg = " *f (10-12) 

Assuming plug flow through the f i l t e r and the continuous film 

model proposed by Howland e t a l . , a s u b s t r a t e balance on a d i f f e r e n t ! 

band of depth dz across the f i l t e r g ives on using eqn. (10-12) 

Q ^ = - f A d A (10-13) 
xo dz Y p x ' 

where A i s the f i l t e r c r o s s - s e c t i o n a l a r ea (q = Q /A ) and d i s the 
x o x 

depth of a c t i v e biomass on the f i l t e r (F ig . ( 1 0 - 8 ) ) . S u b s t i t u t i n g in the 

Monod express ion (eqn. (10-11)) and i n t e g r a t i n g over the f i l t e r depth L 

produces, 

A 

k l n S / S + S - S = ^ A X d L (10-14) 
m o e o e q Y p 

Use of the continuous film model makes the Kornegay and Andrews 

model particularly appropriate for the corrugated plastic packing now be

coming popular for trickling filters. Jank and Drynan have recently 

demonstrated the applicability of eqn. (10-14) to film type filters. 

Equation (10-14) cannot be solved I 

however, rewriting the equation as 

Equation (10-14) cannot be solved to give an explicit expression for S , 

A 

S = S + k l n S / S - ^ A X d L (10-15) 
e o m o e q i p 

(20)jank, B.E. and Drynan, W. R., "Substrate Removal Mechanism of 
Trickling Filters", J. Environ. Eng. Div., Proc. A.S.C.E., .99, No. EE3, 
187 (June, 1973) 
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p r o v i d e s a s i m p l e s o l u t i o n by s u c c e s s i v e s u b s t i t u t i o n . The group ^ X d 

(which i s a c o n s t a n t f o r a g i v e n s y s t e m ) and k must be e v a l u a t e d from 

d a t a . 

A g r o u p of p u r e l y e m p i r i c a l models for rock media h a v e been 

p roposed i n t h e l i t e r a t u r e . These a r e summarized i n Tab le 1 0 - 2 . 

TABLE 1 0 - 2 . EMPIRICAL MODELS FOR BOD REMOVAL FOR ROCK MEDIA BIOLOGICAL 
FILTERS 

F a i r a l l ( 2 1 ) 

S . H 
_e _ 1 _c[ 

S - S k V , 
o e t r i e 

( 1 0 - 1 6 ) 

where 1 < k (day ) < 10 

" D e s i g n Guide fo r B i o l o g i c a l Waste Wate r T r e a t m e n t P r o c e s s e s " (based 

on N a t i o n a l R e s e a r c h C o u n c i l 1946 d a t a on t h i r t y - f o u r U . S . t r i c k l i n g f i l 

t e r p l a n t s h a n d l i n g d o m e s t i c sewage w i t h BOD,. < 250 m g / 1 . ) 

S - S . 

° e -xjr- h (10"17) 
S o 1 + 0.0085 (rf*-. -) 

t r i e 

whe re S O = lbs BOD app l i ed /day . V . = media volume in a c r e - f e e t and 
o t r i e 

1 + r 
F = ~. r is the r e c i r c u l a t i o n so tha t F = 1 for a s i n g l e 

(1 + 0 .1 r ) 

pass f i l t e r . 

(22) 
Rincke 

S - S Q S 
° e = 0.93 - 0.00272 — - 2 (10-18) 

S V . 
e t r i e 

where O S /V i s the volumetr ic BOD load ( l b . BOD app l i ed /1 ,000 f t 3 / day ) , 
o t r i e 

v ' F a i r a l l , J .M. , " C o r r e l a t i o n of T r i ck l i ng F i l t e r Data", J . 
Sewage and Ind. Wastes, 28, 1069 (1956) 

(22") 
'Rincke, G., "Neuere Gesichtspunkte zur Abw asserreinigung mit 

Tropfkorpern", Das Gas v. Wasserfach, 108, No. 24, 667 (1967) 
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Since only filters employing plastic packing seem to 

be of interest in Canada, we recommend eqn. (10-14), the Kornegay and 

Andrews model, for simulation and design purposes. The Eckenfelder model, 

eqn. (10-8), has been used for rock media filters and we recommend it for 

this type of filter and as a possible alternative to eqn. (10-14). 

10.5 Suspended Solids Yield 

Application of the Monod equation to the BOD removal in a fil

ter requires that at steady state, 

M - M = Y ( S - S ) (10-19) 
e o o e x 

where M is the suspended solids concentration (mg/l). 

Data for the biodegradability of the solids produced in a filter 
(23) 

are scarce. Bruce and Merkens observe that suspended BOD 

can be estimated to be 60 to 80 per cent of the effluent suspended solids. 

Alternatively, it can be assumed that the ratio of biodegradable to total 

suspended solids does not change over a filter. Roesler and Smith make 

this assumption but it seems to have little justification. 

Equation (10-19) is probably too simple because the filter bio-

mass is capable of trapping solids and feeding on them. Although sludge 

results from a "sloughing" mechanism, suspended solids coming from a fil

ter will be ultimately determined by the cells produced by the organisms 

consuming substrate less that cell matter consumed by endogenous respira

tion. Assuming a continuous film packing, 

/ * 
L d A X 

_p_ M = Y ( S - S ) - b t — + (M . ) (10-20) 
e N o e q nb'Q 

where Y is a yield constant, the second term containing b accounts 

for endogenous respiration and (M .) is the non-biodegradable suspended 
o 

solids (mg/l) fed to the filter. X is the concentration of active bio-
mass in the slime film, b d X will be a constant for any one system. 

^ 'Bruce, A.M. and Merkens, J.C., "Recent Studies of High Rate 
Biological Filtration", Water Pollution Control (London), 113 (1970) 
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This equation has been simplified to 

M = Y (S + (M . ) ) - b -2- (10-21) 
e o nb 0 q 

by assuming the biomass is proportional to A and that the soluble 
P (11) 

BOD- leaving the filter is essentially zero. The "Design Guide"v 

gives values of 0.5 for both Y and b based on Texas data, whereas 
(23) * / 

a plot of data presented by Bruce and Merkens ' suggests Y = b = 
0.37. 

10.6 Nutrient Removal 

Roesler and Smith ' allow for n i t r i f i c a t i o n in their t r i ck l ing 

f i l t e r model through an expression similar to eqn. (10-8). 

(NAM> / ( I W = GXP F " kN Ap d/qI1 "1 ( 1 ° " 2 2 ) 

where 

e o 

„ x „ T - 20 
k. N = ( V 2 0 9 <1 0"2 3> 

Different authors ^ give 1.071 < 9 < 1.224 and 0.000212 < (K) 2n < 

0.00502. Roesler and Smith suggest 9 = 1.141 and 0 O 2 0
 = 0.00290. 

Equation (10-22) should be used only for rock media f i l t e r s . N i t r i f i ca 

tion in f i l t e r s bu i l t with p las t i c media occurs only if S is less than 
o 

30 mg/1. Roesler and Smith allow for ammoniacal nitrogen production 

during BOD removal so that (NAM) should be the sum of the ammonia fed 

to the filter plus the insoluble organic nitrogen (N ̂  ) converted in 
* o BOD reduction, or, 

( V ' • <4> + ( N O N > ^ T - ^ (10"24) 

o o * o e 

Equation (10-24) assumes that the fractional reduction of insoluble orga

nic nitrogen in the filter is the same as the BOD reduction. 

Roesler and Smith assume further that phosphorus is not removed 

in the filter, although insoluble organic phosphorus is solubilized. We 
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can wr i te , 

(P*) e / (P*) 0 - S e /So (10-25) 

and consequently, 

* * 
S - S o es (P ) e = (P )Q + ( P ^ ) Q ( • g ") (10-26) 

10.7 Relations for Other Changes 

Alkalinity is believed to remain constant over a trickling fil

ter. 

Evaporation occurs in filters, but water loss relative to the 

flow through the filter is negligible. Evaporation, of course, humidi

fies air next to the water surfaces. Humid ification decreases the density 

and thereby draws air through the filter. Evaporation depends on the 

relative humidity of the air and the air and water temperatures. The 

amount is readily predictable from humidity and temperatures if the mass 

transfer characteristics of the filter are known. In principle, draft 

through a filter bed can be calculated. The calculation would be useful 

for predicting 0_ transfer in filters. However, since 0 transfer is 

ignored in filter models, draft is not estimated. 

Temperature drop of waste flowing through a filter is primarily 

due to evaporation except at low air temperatures. Humidification theory 

indicates that the temperature drop relation should have the form, 

Tg = TQ - a (TQ - T a i r) + b j-tf ̂  - fl(To) ] (10-27) 

where a and b wil l be empirically determined coeff ic ients , 7\ is 

the humidity of ambient a i r , and ff\ (T ) that for saturated a i r a t the 

water temperature. 

10.8 Recirculation 

The normal practice in computer modelling is to include recycle 

in the network and not in a model for a process unit. Figure 10-2 shows 
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that recycle around a trickling filter involves either the primary or 

final clarifier. For these processes, recycle should be treated as part 

of the network. 

It is possible to include recirculation in the process unit 

model. This could be desirable in computer-aided design if recycle is 

an operating parameter to be set by an optimization subroutine. It is 

also desirable if the recycle ratio r is fixed and the recycle occurs 

around the filter without use of a settler. 

All the previous models can be converted to recirculation models. 

The derivation is straightforward. We will use S(BOD) to illustrate the 

procedure. 

Recirculation Q 

s 
o 

% 

\ / 
s 

Q 
\ Process 

Unit 

S 
e 

S 
e 

« . ' 

Define the recycle ratio (r) as r = Q /Q . A balance at the first junc

tion gives Q = Q + Q . Replacing Q by r, Q = Q (1•+ r). A simi

lar balance on S gives the feed to the unit as S = S — + S 

Again, replacing Q , S = — - (r S + S ) 
r 1+r e o 

e Q o Q 

From the models developed, S /S = f (k , ^—, A , q, L) where S 
e m y p 

is feed BOD to the filter and q is the actual hydraulic loading 

on the filter ((1 + r)Q ). Substituting for S through eqn. (10-28) and 

solving for S , 

S /S 
e o (r + 1) fr 

(10-29) 

where f is S /S for single pass operation but at recycle augmented 

flow. In eqn. (10-29), f could be given by eqns. (10-4), (10-5) or 
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(10-8). 

10.9 Design Relations 

Fractional reduction of BOD over the f i l t e r or effluent BOD 

should be the primary design parameter for t r i ck l ing f i l t e r s (DP),, a l 

though BOD loading is often used instead. Loading is defined as lbs . of 

BOD- per day per cubic foot of f i l t e r volume (S Q/V . ) . Figure 10-10 

plots the re la t ion between loading and fract ional reduction in rock media 

f i l t e r s allowing for la t i tude and rec i rcu la t ion . The figure offers an 

a l te rna te means of sizing f i l t e r s if the fract ional reduction is speci

fied. Loadings for other media can be estimated by 

(V/Vrock> " A - 1 2 <10-3°> 
tric

 1+o.7(-^-) 

The relation comes from "Design Guides for Biological Wastewater Treat

ment Processes" . V , is the filter volume using 3" rock estimated 
rock 

from Figure 10-10 or from a BOD loading specification. 

Examination of BOD removal models such as eqns. (10-8) or (10-15) 

show that three parameters A , q and L appear. Consequently, at 
P 

least one more design parameter must be specified in addition to fractional 

removal or BOD loading. 

The specific surface area of the packing (A ) is not specified 

through a design parameter, rather it is chosen from economic or perfor

mance considerations. There are no specifications which call for a speci

fic surface area. The second design parameter for filters (DP), is usually 

hydraulic loading (q). If not encoded in regulations, hydraulic loading 

is calculated through a factor from (q) . , the minimum flow needed to 

adequately wet the packing. Thus, (q) . is the effective (DP)2- Conven

tional rock media (3" with A = 12 ft"l) should have a minimum hydraulic 
Po n n 

loading of 5 gallons (U.S.)/ft hourv J , while studies by Bruce and Mer-

kens^ ^ indicated that a corrugated plastic media whose A was about 2 P 

twice that of rock required a (q) in = 10-5 gal/ft hour. This suggests 

a linear relation for (q) . : 

(q) . = 0.42 A (10-31) 
^'min p 
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35 40 45 50 55 60 65 70 75 80 85 90 95 
Removal of BOD by filters and settling units. % 

FIGURE 1 0 - 1 0 . ALLOWABLE BOD LOADING OF TRICKLING 
FILTERS FOR GIVEN PERCENTAGE REDUC
TIONS OF THE BOD (STANDARDS FOR 
SEWAGE WORKS, UPPER MISSISSIPPI RIVER 
BOARD OF PUBLIC HEALTH ENGINEERS AND 
GREAT LAKES BOARD OF PUBLIC HEALTH 
ENGINEERS, 1 9 5 2 ) . * 

- 1 2 
where A i s f t and H has u n i t s g a l l o n s ( U . S . ) / f t - h o u r . 

p q 

Once a media has been chosen, specifications for (DP), and 

(DP)9 can be used with eqn. (10-15), if the media is plastic (and forms a 

*Figure taken from reference (6) with the kind permission of 

the publisher. 
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continuous film), or eqn. (10-8), i f i t is rock, to calculate the depth 

of f i l t e r required. Assuming (DP), is f ract ional reduction of BOD (f ) , 
i S 

then eqn. (10-14) can be solved for L: 

q (f S - k In (1 - f )) 
L = S \ m 2i- (10-32) 

th A 
Y P 

A 

M.xd 

where the group ( ) is a rate term established by pilot scale work 
or estimated from correlations, A is the specific surface for the 

media chosen and q is either specified or is some multiple of (q) 

For a rock media, eqn. (10-8) can be rearranged to give 
m m 

L • irr ln rrr ( 1 0 " 3 3 > 
A p s 

If BOD loading is used as (DP)1, the filter depth required is 

readily obtained without the use of eqns. (10-8) or (10-15). However, 

either of these equations or, indeed, any other relation given in section 

10-4 must be brought in to calculate the effluent BOD. 

With depth and cross section estimated, secondary design para

meters such as the maximum depth for a rock media filter and maximum fil

ter diameter or cross section can be introduced to calculate the number 

of filters in series and in parallel which are required. Plastic media fil

ters can be built fairly tall, while recirculation is often used to achieve 

high BOD removals in rock filled units. As a consequence, filters are 

rarely connected in series. We will not consider the design of the waste 

distributing system above the filter or the design of the collection 

system underneath the unit. 

10.10 Example 

Figure 10-11 exhibits a simulation model for a trickling filter 

prepared as a model for students working on computer simulation of pro

cesses. The model assumes a once through rock media filter. Equations 

(10-8) and (10-9), (10-22 to 10-26) are used, together with the long WAT-
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CRAP stream vector (see Chapter 5). Note the wide use of "comment" 

statements to describe what is happening in the program and that 

the relations are written in easily interpreted symbols (although the 

symbols, in general do not conform to the usage in this chapter). COM

MON and DIMENSION statements have been left out intentionally. 

SUBPOUTIMF TRFLTR 

T H I S I S A T R I C K L I N G F I L T E R MODEL 

T H I S SUBROUTINE S IMULATES THE PREFOKMANCE OF A ROCK MEDIA 
R i n i o n C I C A l F I I T F R , THE MODEL I S TAKEN FROM ROESLER £ S M I T H , 
•MATHEMATICAL MODEL FOR A T R I C K L I N G F I L T E R ' , REPORT OF THE 
C I N C I N N A T I WATFR RES EARCH LABORATORY , F . H . P . C . A . . C I N C I N N A T I 
HOWLAND'S FORMULA I S USFO 

BOO(O) « B O D I I l » E X P < - K « A P * D / I H O » * Z N » l 

S I I V F S T O N ' S M O D I F I C A T I O N ASSUMES OBOD I S P R E F E R E N T I A L L Y DESTROYED 
I IP TO A I I M I T O B O O H I N . SUSPENDED MATTER OOFS NOT INCREASE I N THE 
PROCESS. SUSPENOEO ORGANIC N I T R O G E N I S P A R T I A L L Y A V A I L A B L E FOR 
O F N I T R I F K A T I O N . OEN ITR I F ICAT ION CONVERTS AMMONIA TO N I T R O G E N 
AND I S GOVFRNFO BY THF SAME TYPE OF EOUAT ION AS I S BOD REMOVAL. 
St ISPFNDFO ORGANIC PHOSPHOROUS I S P A R T I A L L Y CONVERTEO TO A SOLUBLE 
F O R M . A l K A I I N I T Y IS UNCHANGED. H H I L F THE TEMPERATURE I S ASSUMMED 
TO DROP BY 1 / ? DEGREE. I N THF ABOVE FORMULA. 
» * » « « » » « « » • » » « » « « « » « * » * * » » » * » • » * » » » * » • * » » » » » » » * * * » * » » » » » * * « * » * • » « 

K « K ? 0 » ' . C n i » * I T - ? 0 ) 
K ? 0 I S A "ONSTANT * * « * ROFSLER £ S M I T H RECOMMEND 0 . 0 2 3 3 
AP « S P E C I F I C SURFACE AREA OF THE MEDIA * « * * USF I S O FOR 1 M ' • ROCK 
BO FOR \ / > " ROCK. SS FOR 3 M " R O C K , 4 0 FOR 1 " R 0 C K . 20 FOR I 3 / * ' « 
ROCK. AND 1? FOR V ' R O C K 
n « BFD OFPTH I N FFFT 
HO = HYDRAULIC LOADING I N M G D I U . S . M ACRE 
?N = 0 0 1 - 6 . 4 S / A P ACCORDING TO ROESLER £ S M I T H 
OTHFR V A R I A B I F S USED I N THF S U B R O U T I N E ARE. 
OBOOMIV * M I N I M U M DBOO A T T A I N A B L E * • • * S I L V E S T O N RECOMMENDS A VALUE 
OF 1 0 FOR INPUT BOO I N FXCESS OF 1 0 0 
D F I B n n « CHANGF I N TOTAL BOD 
FRFnnO « FRACTIONAL REDUCTION I N TOTAL BOD 
F R F N I T » FRACTIONAL REDUCTION I N N I T R O G E N 
DELON = CHANGE I N D ISSOLVED N ITROGEN 
K N ? 0 = C O f F F I C I F N T FOR N I T R O G E N C O N V E R S I O N * * » * ROESLER £ S M I T H 
RFCOMMFNO 0 . 0 0 7 9 
• • » « * » • • » « » • * « » » • « » « * » « * * * * * » » » * » « « * * « « » * « » » » * » « » » » » » » » • * « * * • • » • * » 

SUBROUTINE W R I T T F N B Y 
P . L . S I I V F S T O N ANO A . ROUKENS OE LANGE 
O E P T . OF CHEMICAL E N G I N E E R I N G 
U N I V E R S I T Y OF THE MI TWA TER SR AND 
JOHANNESBURG. SOUTH AFR ICA 
V F R S I O N 1 MAY. 1 9 6 9 
M O D I F I E D BY P L S • » • » F E B R U A R Y . 1 9 7 0 

THF SUBROUTINE WAS PREPAREO AS A MOOEL FOH STUDENT F X E R C I S E S 
• * » < . * * » « « • « • » • » • « « » • « * • * » * » » • • » » » * » » * » « « » » * » » * » « * » * » » » » • » * » » » « • • » * 

THf LONG STREAM VECTOR OF WATCRAP-PACER I S EMPLOYEO 

IS. 
7 . 
B . 

9 . 
1 0 

STREAM NO- 1 1 . 
1 2 . 
1 3 . 
1 4 . 

F i n * ( M G n i 
SNBC - SUSPFNDFO N O N B I O -

DFGRADARIF CARBON ( M G / L ) 
DNBC - D I S S O L V E D N O N B I O -

DFGRACABLF CARBON ( M G / L I 
SOC - MISPFNDFO ORGANIC CARBON 1 6 . 
DOC - n i S S O l V F D ORGANIC CARBON 
SON - SIISPHNOFD ORGANIC 

N I T R O G F N 
ON - D I S S O L V E D NITROGFN 

SOP - SUSPFNDFO ORGANIC 
PH1SPH0R0US 

15. 

17. 
IB. 

19. 

OP - OISSOLVED PHOSPHOROUS 
SFM - SUSPENDED FIXED MATTER 
DFM - OISSOLVEO FIXED MATTER 
SBOO - SUSPFNDEO BIOLOGICAL 

OXYGEN OEMAND 
OBOD - DISSOLVED BIOLOGICAL 

OXYGEN OEMAND 
TSS - TOTAL SUSPENDED SOLIDS 
TEMPERATURE 
VSS - VOLATILE SUSPENOED 

SOLIOS 
ALKALINITY 

»«»»»*»*»»»•«**»»«««**»«»»**»»*••»»»»««»*»««•*»»*»*•*»*»»••»«»•»« 
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f FN VFCTOR 
r 
r I . FOUIPH'T NO. 8 . 08OOMIN 
f ?- FOUIPH'T FLAG 9 . FREROO 
r 1 . AP 1 0 . FRENIT 
r 4. n 
r *. OIAMFTFR 
r f. *?o 
r. T. KN?O 
r »»»«••*«»•»«»»•*«»«»«•»»*»••»»»•»»»•«•«•«•*»*»•«#*»•«»••»•«*«»»»•» 

r OFRUGGING PRINTOUT 
IF I K S F T S I 9 0 . 9 0 . 9 S 

9". PRINT 9A . NF 
9C FORMAT!1HO. 10X31HCALCULATI0N REACHFO TRFLTR. NE - . 1 4 / ) 
00 CONTINIIF 

C PRFVENT D IV IS ION BY ZFRO 
I F I S T R H I I 1 . 3 I I 1 . 1 . ? 

1 S T R H I I 1 . 1 I • 1 . 
r FIND HIXFD INPUT CONCENTRATIONS 

7 rONTINOF 
O • 0 . 0 
DO 3 I » I .? 
on 3 j - * . I 9 

3 P A P F R I I . J I « 0 . 0 
DO 5< I » I . N I N 

S I 0 » 0 • STRMM2.3 I 
DO S J » 4 , 1 9 
DO * I - I .N IN 

4 P A P F R U . J I » P A P E R I t . J ) • STRHI ( I , 3) *STRMI 11 , J> 
5 PAPFRI7 .J I • P A P F R i l . J I / O 

MODI = PAPFRI7.14) • PAPER!?.It) 
r. CAIC I I I ATION OF FRACTIONAL REDUCTION OF BOO 

A = 1 3 , 1 4 S « ( F N ! N E . * ) • * ? . I ) / l 4 . * 1 6 0 . * 1 6 . 5 » » 2 . I 
C NDTF THAT 0 IS I N MGOIU. S. I 

HO • 0 /A 
7N * 0 . 9 1 - 6 . 4 5 / E N ( N E . 3 > 
7K * F N I N F . M * 1 . 0 3 5 * * I P A P E R I 2 . 1 7 > - 2 0 . > 
FRBOO = 1 . - F X P I - Z K * E N ( N F . 3 I * F N ( N E , 4 ) / I H 0 * * 7 N M 
Dl «(!0 - POOI^FRROO 
FNIK'E.91 * FRROD 

r FIND THF C.HANGF IN 0R00 AND SBOO 
DIFF « PAPFRI2 .15 ) - DLBOO 
I F ( n i F F - F N I N F . B ) ) 8 . 8 . f t 

R S T R M 0 I 1 . I S I « FNINE.f t l 
STRMO(1.14)»RODI -ENINE.8) -0LBO0 
r.n TO 7 

f, STRM01I .1S I • P A P E R I 2 . I 5 ) - OLBOD 
S T R M 0 U . 1 4 I « PAPER!?,141 

r FIND NITROGEN RFHOVAl 
r ASSIIMF PART OF THE SlISPFNOEO NITROGEN IS AVAILABLE FOR REDUCTION 

7 P A P F R I 3 . Q | > P A P F R I 2 . 9 ) » P A P E R I 2 . B I * < 1 . - S T R M 0 ( 1 . 1 4 > / P A P E R ( 2 , 1 4 ) > 
C CORRECT RATE CONSTSANT FOR TEMPERATURE 

7KN - FNtNF.7 l * 1 . 1 4 1 * * ! P A P E R I 2 . 17) - 2 0 . 1 
r OBTAIN FRACTIONAL RFDUCTION I N DISSOLVED NITROGEN 

F1NIT « I . - F X P I - Z K N * F N I N E . 3 ) * E N ( N E , 4 ) / ( H 0 * * Z N ) ) 
F N I N F . I O ) • FRNTT 
nFt.ON » PAPER(3 .9 I *FRNIT 
S T R M 0 I I . 9 I « PAPFRI3 .9) - OELON 
S T R M 0 I I . 8 I » P A P F R I ? . 8 I * S T R M 0 I 1 , 1 4 ) / P A P E R I 2 . I 4 ) 

C PHOSPHOROUS COMPOUNDS ARE SOLUBILIZEO BY THE FILTER 
S T R M O I I . I O I • PAPERI2 ,10 ) *STRM0I1 .14 | /PAPER<2 .14> 
STRM0I1 .11) - P A P F R I 2 . i l ) • PAPFRI2 .10 I - S T R M O I I . I O I 

C ASSUME FIXFO MATTER OOFS NOT CHANGE 
S T R M 0 I I . I 2 I •= PAPFRI7 .12) 
STRM0I1 .13) = PAPFRI2.13) 

C ASSIIMF NONBIODEGRADABLE CARBON IS UNCHANGED 
STRM0I1 .4 I » PAPER!?,4) 
STRMOII .SI = PAPFRI2.SI 

r ORGANIC CARRON CHANGES RECAUSF OF THE REDUCTION I N BOO 
r FOllOWING ROFSIER t SMITH ASSUMEBOD = 1.87*CARB0N 

STRMOI I .M ° I S T R H 0 I 1 . 1 4 ) • l , R 7 * S T R M 0 ( 1 . 4 ) 1 / 1 . 8 7 
S T R M 0 I I . 7 ) « I S T P M 0 I 1 . 1 9 I • l .B7*STRMOI 1 . 5 ) 1 / 1 . 8 7 

C FLOW RATF DOES NOT CHANGE 
STRMOI I . 31 » 0 

f NflU WF FIND THE SUSPENDED SOLIOS TERMS 
r ASSIIMF SBOD = SUSPENDED SOLIDS 

S T R H n i l . l B I - STRM0I1.14I • STRMOI1.4) » STRM0I1.8) 
S T R M 0 I 1 . 1 M •= STRM0I1 .18 I • STRMOI 1 .12 ) • S T R M O I I . I O I 

r. TEMPERATURE DROPS BY 1/? OEGREES 
STRM0I1 .17 ) « PAPERI2.17) - 0 . 5 

http://PAPFRI2.il
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r i l K A U N I T Y tS UNCHANGED 
STKMrH1.!<H » PAPFP(?,19I 

r » « * » • » « » » » » « » • » » * » « * « » * » » * » • « » * » » » » » « » « » * » * » » » » « » » » » » • « « « » « » » « » » » » 
RFTIIRN 
FNO 

FIGURE 10-11. EXAMPLE OF A TRICKLING FILTER SIMULATION MODEL 

10.11 Rotating Disc Contactor. Model 

The rotating disc contactor resembles a trickling filter in 

that the biomass is supported on a surface and the slime is alternately 

contacted with air and waste. The contactor was developed in Europe, and 

over 600 installations are operating at this time. It is primarily a 

secondary treatment system for small to moderate flows. The largest in

stallation handles about 10 MGD. A 400,000 GPD unit is operating in Wis

consin. 

"The system (Figure 10-12) consists of a number of large-dia

meter lightweight plastic discs, which are mounted on a horizontal shaft-

and placed in a semi-circular shaped tank. The discs are rotated while 

approximately one-half of their surface area is submerged in the waste

water. Immediately after startup, organisms present naturally in the 

wastewater begin to adhere to the rotating surfaces and multiply until, 

in about one week, the entire surface area of the discs is covered with 
(24) 

an approximately 1/16 to 1/8 inch thick layer of biomass." 

"In rotation, the discs carry a film of wastewater into the air 

where it trickles down the surface of the discs and absorbs oxygen. Or

ganisms in the biomass then remove both dissolved oxygen and organic 

materials from this film of wastewater. As the discs continue their rota

tion through the bulk of the wastewater in the tank, further absorption of 

dissolved oxygen and organic materials is performed by the biomass. 

Operating in this manner, the rotating discs serve several functions: 

provide a medium for the development of a fixed biological growth, contact 

of the growth with the wastewater, and aeration of the wastewater. Shea

ring forces exerted on the biomass as it is passed through the wastewater 

cause excess biomass to slough from the discs into the mixed liquor. This 

prevents clogging of the disc media and maintains a constant microorganism 

(2Z^Autotrol Corp., "Application of Rotating Disc Process to 
Municipal Wastewater Treatment", Water Pollution Control Research Series, 
17050 DAM 11/71, Environmental Protection Agency (Washington, 1971) 
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population on the discs. The mixing action of the rotating discs keeps 

the sloughed solids in suspension until the treated wastewater carries 
(24) 

them out of the disc sections for separation and disposal." 

Feed Mechanism-
(— 1st Stage 

6'-2 

Scoop Drive —/ 
Secondary Clarifier . 

Disc Drive Motor 

Effluent 
Effluent 

/ 
Sludge 

Discharge 
6'-9" 

FIGURE 10-12. ROTATING DISC PACKAGE PLANT DETAILS 

A simple model for the con tac to r i s r e a d i l y de r ived . Assuming 

t h a t the r o t a t i o n of the d i s c s t i r s the waste held in the tank, the tank 

contents can be taken to be of uniform composi t ion . I f we use Eckenfe l -

d e r ' s model for t r i c k l i n g f i l t e r k i n e t i c s , eqn. ( 1 0 - 6 ) , and neg lec t any 

bio oxida t ion in the bulk l i q u i d , a simple BOD balance on a tank (as shown 

in Figure 10-12) y i e l d s 

1 
S /S 

e o 
(r~ + i) 

(10-33) 

where X is the biomass slime on all the discs in a tank or stage. This 

biomass will be proportional to the number and area of the discs and pre

sumably its active depth will depend on turbulence in the liquid and shear 

exerted on the film by rotation of the support surface. The active depth 

can be expected to be a function of the disc rpm (to). If we assume an 
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exponential dependence, 

X « n . . d* u>" (10-34) 
disc disc disc 

On substitution, 

S /S = — ^ (10-35) 
e o , ,2. n k n , . d , . u),, + Q 

disc disc disc 

in each tank. If there are n tanks in s e r i e s , 

0N 

S /S = *= n (10-36) 
(k n,. d,. iu,, + Q) 

disc disc disc 

Sludge production and nutrient removal can probably be handled 

by adopting the trickling filter equations presented earlier. 

(24) An EPA report presents operating data which could be used 

to prepare an empirical model or fit eqn. (10-36). Dependence of the per

formance on the variables n,. , d,,. , Q and ID which appear in the 
disc disc 

model is confirmed in the report. 
(4) Kornegay derives a disc contactor model employing the Monod 

model (eqn. (10-?11)) for BOD removal; he allows for BOD reduction by sus

pended organisms in the tank as well as by the slime on the discs. An 

implicit equation for S is obtained 

n ^ X f i l m d ,.2,/- Se -N ^Xtank Ttank * film ,Aj2. f _ _ e _ - \ se = so T Q T ~ ndisc (Ad ^r-rr)-
x T m e 

Y' 

( ~ ~ J (10-37) 
v k + S 

In this equation, X,.., and X , are the biomass concentrations in 
^ film tank 

the slime and suspended in the tank, d is the active film depth and 
2 

Ad is the difference between the squares of the outer and inner diameters 
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of the disc. The primes indicate that the biological activity will not 

be the same in the slime and in the tank. 

Kornegay points out the disc contactors are normally operated 

at throughputs sufficiently high enough to wash out the suspended orga

nisms. Therefore, the third term on the RHS in eqn. (10-37) can be drop 

ped in most cases. The resulting expression differs from eqn. (10-3 5), 

then, only in the kinetics assumed. 
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11 DIGESTER MODELS 

Digestion is probably the earliest form of biological treat

ment practiced intentionally and septic tanks would have to be its most 

primitive application. Although they are no longer found in sewage works, 

septic tanks remain a common method of rural waste treatment. The imme

diate ancestor of the conventional unstirred or low rate digester is per

haps the Travis or Imhoff tank. In the last few decades, the low rate 

digester has been replaced by the stirred, high rate unit. We will consider 
f • 

primarily the high rate variant in this chapter. 

Modelling of digesters has been attempted only in the last 

decade and the level is still rather primitive. Our treatment is based 

on the papers of Andrews^ ' , McCarty and Pohland . We will dis

cuss digester models developed by the Cincinnati Water Research Labora

tory , Andrews ' , McCarty and Eckenfelder and Ford . As in pre

vious chapters we will review the function and operation of digesters and 

relevant theory before examining models. 

Andrews, J.F., "Dynamic Model of the Anaerobic Digestion 
Process", J. Sanitary Eng. Div., Proc. Am. Soc. Civil Eng., S[5, SAI, 95 
(1969) 

(2) 
Andrews, J.F., "A Mathematical Model for the Continuous Cul

ture of Microorganisms Utilizing Inhibitory Substances", Biotech, and Bio-
eng., _10, 707 (1968) 

(3) 
Andrews, J.F. and Graef, S.P., "Dynamic Modelling and Simu

lation of the Anaerobic Digestion Process", Advances in Chemistry Series, 
105, 126-162 Am. Chem. Soc. (Washington, D.C. 1971) 

(4) 
McCarty, P.L., "Anaerobic Waste Treatment Fundamentals - Part 

I to IV in successive issues of Public Works, beginning Sept.: 1964 

^Pohland, F.G. and Bloodgood, D.E., J.W.P.C.F., 35, 11 (1963) 

Pohland, F.A. and Ghosh, S., "Developments in Anaerobic 
Treatment Processes", in Canale, R.P. (Editor) "Biological Waste Treat
ment", Interscience Publ. (New York, 1971) 

Smith, R., "Preliminary Design and Simulation of Conventional 
Wastewater Renovation Systems Using the Digital Computer", Water Pollution 
Control Res. Series, WP-20-9, F.W.P.C.A. (Washington, D.C, 1968) 
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11.1 Digester Function and Operation 

The primary function of sludge digestion is to stabilize and 

reduce the volume of the solids recovered from primary and secondary 

clarifiers. Thus, substantial BOD reduction is a major process objective-

Digestion also produces sludges which are more easily dewatered than raw 

primary or secondary sludges. Digestion generates a sludge gas which is 

used primarily as a fuel to heat the digestion tanks, but which can also 

serve as a power source for pumping or compressing air for use in acti

vated sludge installations. 

Digesters, now, are circular vessels with diameters running 

anywhere from 10 feet to about 100 ft. Side depth is commonly about 20 
(9) 

ft. Figure 11-1 ' shows cross sections of two types. 

Covetv 

^T^^|[RvI>fe>[ 
Outlets for _ 

sludge liquor" 

Sludge Inlety 7 
fatmilUt' Gas outlet' 

BP-

(a) 

Sludge outlet CJ 

FIGURE 11-1. CIRCULAR SLUDGE DIGESTERS: (a) TANK 
WITH FLOATING COVER; (b) TANK WITH 
FIXED COVER, SCUM BREAKER, AND 
SLUDGE SCRAPER.* 

The two drawings show possible arrangements of devices for removing gas 

^ 'Eckenfelder, W.W. Jr. and Ford, D.L., "Water Pollution Con
trol", Pemberton Press (Austin, Texas, 1970) 

^ 'imhoff, K., and Fair, G.M., "Sewage Treatment" 2nd Edition 
John Wiley (New York, 1956) 

•k 

Figure taken from reference (9) with the kind permission of 
the publisher. 
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and digested sludges, and decanting supernatant. The rakes in (b) are 

moving slowly and do not contribute significantly to mixing. Heating 

coils (using hot water) are also shown, however, heating of the digester 

is now more frequently managed by pumping sludge through an external 

heat exchanger. Pumping for this purpose also provides mixing of the 

digester contents. 

Various types of operation are encountered: i) low rate diges

tion, formerly referred to as the conventional process, ii) two stage, 

and iii) high rate digestion. The schematic diagrams in Figure 11-2 and 

the captions summarize the difference between variants i) and iii). 

GAS 

St4S3t.-J 

GAS 

SCUM REMOVAL 

\ SUPERNATANT 
= I REMOVAL 

I WASTE 

EFFLUENT EFFLUENT 

FIGURE 1 1 - 2 . CONVENTIONAL ANAEROBIC DIGESTION 
PROCESSES** 

1) Temperature 

2) Detention Time 

3) Loading 

(a) Low Rate Digestion (b) High Rate Diges
tion 

85-95°F 

30-60 days 

30-100 lb. VSS/1000 
cu. ft./day 

4) Feeding and Withdrawal Intermittent 

85-95°F 

15 days or less 

100-500 lb. VSS/ 
1000 cu. ft./day 

Continuous or 
intermittent 

5) State in Vessel Stratified Homogeneous 

Figure taken from reference (6) with the kind permission of 
the publisher. 
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In a word, low rate is a semibatch (discontinuous) process while high 

rate normally is a continuous stirred process. Two stage processes are 

also used. Figure 11-3 shows two versions of the operation. The first 

vessel is a high rate unit. The sludge from this unit can go a phase 

separator, where part of the sludge is recycled to keep the cell concen

trations high, while the remainder is wasted. This version is referred to 

as "anaerobic contact". In the second version, the sludge from the first 

stage goes to a low rate second stage. The process goes by the name of 

"staged digestion". Using both together as shown in the figure is un

usual. 

WASTE _ 

GAS 

A 
C 

! / 
v \ I E 

J^ 
/ "~~~^ z 

0 
MIXING N 

V_^ ' 

1 MIXED 
EFFLUENT 

SLUDGE RECYCLE 

FIGURE 11-3 . VERSIONS OF TWO STAGE DIGESTION 

In d i g e s t i o n , raw sludge se rves as a metabol ic s u b s t r a t e for 

microorganisms which d i scharge p r imar i l y methane (CH.) and carbon d ioxide 

(CO ) as end p roduc t s . The l a t t e r gas remains l a r g e l y in s o l u t i o n if the 

pH i s 6.8 o r above. Some of the s u b s t r a t e i s a l s o used for c e l l s y n t h e s i s . 

The net r e s u l t i s a p a r t i a l d e s t r u c t i o n of the sludge with the formation 

on s e t t l i n g of a l i qu id phase, the s u p e r n a t a n t . This superna tan t conta ins 

c e l l waste products with BOD's as high as 1,000 to 3,000 mg/ l . The r e -

Figure taken from re fe rence (6) wi th the kind permission of 
the pub l i she r . 
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maining solid consists of non-biodegradable matter in the influent, 

sludge cells and cell debris from the anaerobic process which is non

biodegradable for the most part. The gas yield depends upon the sludge 

3 

which is being processed but ranges between 12 and 19 ft /lb. VSS des

troyed. The volatile matter destruction ranges between about 40 and 907», 

while BOD of the sludge is reduced by between 80 and 907„. These values 

assume a properly functioning unit and do not differ materially between 

high and low rate operation. 

Destruction of the Zooglea bacteria, the slime formers, in the 

early stages of digestion causes a partial collapse of the floe struc

ture of the sludge so that on thickening a considerably larger clarified 

phase is formed than would be the case with an undigested sludge. Floe 

particles loosen from the sludge structure, entrap gas and form a scum 

layer. The layer, indicated in Figures 11-2 and 11-3, inhibits circula

tion. Grease, whose specific gravity is less than water, is re

leased from the sludge during digestion and also concentrates in a scum. 

When the mixing is low, as it is in low rate digestion where thermal cur

rents and gas generation are the only means of mixing, segregation of 

phases occurs as suggested in Figure 11-2. 

11.2 Theory 

Anaerobic digestion of sludge is believed to consist of microbic 

processes occurring in series as illustrated in Figure 11-4. This is a 

gross oversimplification since many different microbial species probably 

participate, and their interactions are not always clearly defined. For 

example, some nonmethanogenic bacteria may be involved in the conversion 

of volatile acids to methane and carbon dioxide. The matter is complica

ted because only a few of the many species taking part in the processes 

have been identified 

The active species in volatile acid formation are believed to 

be facultative organisms. Research on pure substrates and pure colonies 

has shown that widely varied organisms are capable of generating volatile 

'Pohland, F.G., "General Review of Literature on Anaerobic 
Sewage Sludge Digestion", Engineering Extension Series, No. 110 Purdue 
University (Lafayette, Indiana) 
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METHANE 
PRODICING 
BACTERIA 

VOLATILE 
ACIDS 

SLUDGE 
INSOLUBLE ORGANIC MATERIAL 

7 EXTRACELLULAR 
ENZYMES 

SOLUBLE ORGANIC MATERIAL 

7 
+ C02l+ Hjl + 

ACID PRODUCING 
BACTERIA 

OTHER 
PRODUCTS 

ENDOGENOUS 
METABOLISM 

TO ENO 
PRODUCTS 

JCH 4 | + | CQ2 j + | BACTERIAL CELLS | 

FIGURE 11-4. SEQUENCE OF MICROBIC CONVERSION 
STEPS IN ANAEROBIC DIGESTION* 

organic acids and these species have been implicated in the group of acid 

producing bacteria in this way. Pohland provides a detailed discus

sion of this phase of digestion research. 

Methane producing bacteria appear to be more limited in species. 

Eight have been identified , but it is not certain that all are present 

in digesting sludge. The bacteria are strict anaerobes requiring oxidizable 

and reducing organic matter, CO_ and the usual nutritive salts. Suc

cessive oxidation of higher molecular weight materials through propionic 
(4) 

and acetic acid to methane and C0„ seems to.occur. McCarty suggests 

the proportions of each material formed en route to these end products in 

Figure 11-5. 

It is also possible to examine digestion from the standpoint of 

an oxidation - reduction sequence. Using the empirical formula for sludge 

(C L O J ) , the overall reactions for the acid and methane forming steps are 

*Figure taken from reference (8) with the kind permission of 
the publisher. 
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OTHER 
INTERMEDIATES 

ACID FORMATION 

15/ METHANE 
FERMENTATION 

FIGURE 1 1 - 5 . PATHWAYS IN METHANE FERMENTA
TION OF SEWAGE SLUDGES. PER
CENTAGES REPRESENT CONVERSION 
OF WASTE COD BY VARIOUS ROUTES* 

a ) a c i d f e r m e n t a t i o n ( o x i d a t i o n s t e p ) a s suming on ly a c e t i c a c i d i s 

formed -

6 C5H?02N + 28 H20 — » 10 CH^CO-H + 10 CO„ + 6 NH + 40 RH 

+ 40 e " 

b) methane fermentation (reduction step) -

10 CHQC0„H + 40 H + + 40 e" » 15 CH. + 5 C0„ + 10 H„0 
.5 2 4 2 2 

overall -

6 C.H^O.N + 18 H O » 15 CH, + 15 C0„ + 6 NH 
J I I 2 4 2 3 

The pronounced buffering capacity of digested sludge results" 

Figure taken from reference (4) with the kind permission of 
"Public Works". 
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from the hydro lys i s of the d i g e s t i o n p r o d u c t s . The hydro lys i s r e a c t i o n s 

a r e : 

2 H20 + C02 ji H 30+ + H C 0 3 " 

H20 + H C03" - H30+ + CO = 

H_0 + NH- ^ NH. + 0H~ 2 3 4 

H20 + CH3C02H j* H 3 0
+ + CH3C02" 

The most important of these hydrolysis-ionization equilibria is that of 

C0„/carbonic acid which buffers in the pH range 6 to 7. Hydrolysis of 

C0_ accounts for a significant fraction of the alkalinity encountered in 

digestion. The oxidation-reduction scheme and the hydrolysis reactions 

explain low pH observed when digesters are overloaded. The pH will drop 

sharply for the oxidation reaction, but rises as the volatile acids are 

consumed by the methane forming bacteria. Under overload, acid forming 

organisms continue to function, but wash out and inhibition of the methane 

formers occurs. It was once thought that pH inhibited the latter organ

isms, but it is now generally agreed that it is a cation toxicity problem. 

With methane formers out of action, the C0„ produced is insufficient to 

buffer the hydrogen ion formed and low pH's are observed. 

The kinetics of both high and low rate digestion is dominated 

by the methane producing bacteria because their specific growth rate is 

much slower than that exhibited by the acid formers. By splitting diges

tion into separate "acid" and "methane" forming stages, Ghosh and Poh-

land found that the maximum specific growth rate of the acid formers is 

nearly tenfold that of the methane formers in the mesophilic temperature 

range. The practice is to assume that methane formation is rate limiting 

so that kinetic modelling, at least until recently, has assumed just a 

single "reaction" occurs in digestion. 

Digestion kinetics are usually modelled by the Monod equation 

which assumes substrate limited cell growth. Letting X^ be the concen-
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tration of methane forming cells and VA the volatile acid concentra

tion, the specific cell growth rate p.w will be given by 
M 

M ( (k A VA ) <U-1> 
_ A S VA 

lM " ' 

(2) 
An alternative proposed by Andrews uses the Haldane expression: 

M sM r — y * — + ^ - i (n-2) 
L (k ) + VA k. J 

m M 

and indicates a decline of the growth rate with increasing volatile acids 

concentration. The model assumes that acids act as inhibitors to methane 

formation at higher concentrations. In equations (11-1) and (11-2), \x 

is the maximum specific growth rate in mg. cells/day/mg. VSS (or COD), 

k is a saturation constant in mg./l. and k. is an ionization constant 
m l 

in the same units. 

Mechanical mixing, normally by a pump around technique, prevents 

segregation, but it is questionable whether the contents are homogeneous. 

Residence time distribution data which would suggest the state of mixing 

are not available. In the absence of data, the current practice is to 

assume digesters are completely backmixed. Continuous feed and continuous 

sludge and gas withdrawal is also assumed though this is rarely practised. 

11.3 General Considerations For Digester Modelling 

With stabilization as the primary function of digestion, a diges

ter model should contain expressions for the reduction of the BOD of the 

sludge. This introduces a problem. BOD of sludges are not normally mea

sured so that little data are at hand to use for modelling and a BOD model 

would not be useful because of the lack of measurements. As we saw in 

Chapter 9, cell and sludge concentrations are expressed in terms of vola

tile suspended solids. This is an acceptable, though hardly ideal measure 

of organic matter. Consequently, we will express stabilization in terms 

of VSS. Sometimes COD is used to express sludge concentration. Since 
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COD, BOD and VSS are all assumed to measure the same quantity, any one 

can be used in a model. The equation will not change if different mea

sures are used; only different sets of coefficients must be employed. 

A clarified phase obtained by decanting or in subsequent pro

cessing of the digested sludge is normally returned to mix with primary 

effluent or return sludge. For both simulation and design, the concentra

tion of this "recycle" stream is needed. A digester model must provide, 

therefore, the BOD, suspended solids and the alkalinity of the superna

tant. The amount of supernatant, of course, must be predicted. 

Finally, a digester model should contain statements giving the 

gas production rate and the gas composition. 

11.4 Stabilization and Volatile Acids Production Models 

In the simplest model, the methane forming bacteria are rate 

controlling and the digester is assumed to be completely mixed. Writing 

a balance on the methane forming bacteria cells X across the digester 

at steady states and recognizing that no methane forming bacteria enter, 

--QOy + yj = o (ii-3) 
e 

s-The detention time T = V/Q and R^ = M>jX. by definition. If the dige 

ter is well mixed X^. = (30 • Substitution in eqn. (11-3) yields the 

well known detention time - specific growth rate relationship 

T = l/|xM (H-4) 

Now in t roduc ing the Monod r e l a t i o n , eqn. ( 1 1 - 1 ) , 

<k
m> 

W e - ^~ (H-5) 

Volatile acid concentration (VA) is expressed as mg. of acetic acid/1, or 

occasionally as COD. Robert Smith in his computer model for a digester 

uses biodegradable carbon in the sludge in place of VA in eqn. (11-5). 
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Quoting research by McCarty and his students, Smith gives the following 

expression for the temperature dependence of the rate and saturation 

constants in the mesophilic temperature range (20 to 35 C): 

\L = 0.28 exp [-0.036 (35-T)] (11-6) 

(k ) = 700 exp [0.10 (35-T)] (11-7) 
m M 

If the volatile acid concentrations are measured as carbon in mg/1., 

Smith gives 

(k ) ' = 200 exp [0.12 (35-T)] (11-8) 
m M 

Multiplying eqn. (11-8) by 2.5 gives the constant to be used with VA as 

mg. of acetic acid/1. 

The model proposed by Ghosh and Pohland for a two stage, 

high rate system reduces to eqn. (11-5) but different maximum specific 

growth rates and saturation constants are used for each stage. 

A model for the volatile acid concentration proposed by Andrews 

and Graef based on earlier work of Andrews represents the most de

tailed model proposed to date for digestion. Substituting the Haldane 

relation, eqn. (11-2), into the methane formers balance (eqn. (11-4)), 

, M T (VA)e 

(k ) + (VA) + (VA)2 
ra' e e 
M 

= 1 (11-9) 

k. 
L 

(3) This quadratic equation can be solved for (VA) . Andrews and Graef ' 
_ i e 

suggest n„ = 0.40 day , (k ) <= 0.0333 moles/1., k. = 0.667 
m M L 

moles/1, assuming VA is measured as acetic acid. A better model for 

the pH dependence of the rate is obtained according to Andrews and Graef 

by assuming that the unionized organic acid, HA, is the actual substrate 

in place of VA. We will drop the effluent subscript, but effluent concen-
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t rat ions should be understood in what follows. 

The unionized species pa r t i a l l y d issocia tes HA ^ H + A" and 

gives r ise to an equilibrium re la t ion R = >H ' ^ ^ . i t can be 
a. readily shown that HA 

HA = l*+)W (11-10) 
K. 
a 

where VA is the total acid = HA + A . K is a temperature dependent 

dissociation constant. Substitution in eqn. (11-9) gives 

T (H+) (VA) 

K (k ) + <H+) (VA) + (H+)2 (VA)2 
3 m M K k, 

a i 

= 1 (11-U) 

H is the antilog of the pH. Thus, eqn. (11-11) gives the residual or

ganic acid as a function of pH. pH can be eliminated from eqn. (11-11) 

in roughly the same way H was introduced. Details are given in Andrews 

and Graef, but we can indicate the procedure. The system buffer is the 

bicarbonate - CO- equilibria: (CO.) + H-0 - H+ + HCO ~ The 
2 2 aq 2 ^ . 3 

bicarbonate alkalinity varies with pH. Consequently H can be elimina

ted through the equilibrium expression 

(H+) (HCO ") 
i _ = K^ (11-12) 

(C02>aq 

The bicarbonate ion and CO- concentrations in the sludge must now be 

related back to the VA through appropriate material balances. The re

sulting equation is implicit and rather complicated. 

Eckenfelder and Ford derive a stabilization expression by 

assuming (k ) » (VA) and allowing for endogenous respiration of the 
m M 6 

me thane forming cells. They express the specific growth rate as, 
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V. = k(VA) - b (11-13) 

On substitution in eqn. (11-4), 

(VA)e = b ^ T
+ 1 (11-14) 

Eckenfelder and Ford express the substrate VA in COD units and report 

k = 5.5 x 10 day and b = 0.021 mg/1., but do not indicate the sludge 

to which the constants apply. 

(4) McCarty proposes a model written for the.sludge (M) instead 

of the volatile acids. Sludge concentrations are measured in COD. The 

effluent COD depends on the influent level: 

where TL • is the digestion efficiency which, according to McCarty, 

lies between 0.8 and 0.95. Y is a yield coefficient which is 

^die 
Yx • bT?I (11"16) 

u,. is a growth rate constant and b can be considered to be an endo-
d ig 
genous respiration rate constant. 

If 4 is a gas yield expressed as scf of methane/lb. of COD, 
CH, 
4 

the acid level in the discharged sludge must be by difference 

<VA>e - <YA" V V ^ o ' V (U"17) 
4 4 

where Y is the yield coefficient for acid COD based on sludge COD and 

Ŷ ,u is a yield coefficient for methane in terms of volatile acid COD 
OH, 
4 

consumed. 

Choice of a "Stabilization" model among those presented depends 
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on the data available or to be used in the design or simulation study. 

If volatile acid data is available we recommend using the Monod equation 

(eqn. (11-5)), where as if COD data is to be used, the McCarty relations 

just given would be preferable. Equation (11-14) is quite similar to 

the Monod equation so it is an acceptable alternative. We doubt that 

data would be available in most applications to permit the use of the 

approach proposed by Andrews. If the Monod equation is used, it must be 

assumed that the sludge solids contribute nx> COD. The COD or BOD of the 

supernatant, if it is recovered, must then be computed from the VA level 

through an appropriate factor. The COD of the sludge will depend on the 

fraction solids achieved on decantation. On the other hand, if the 

McCarty relation is used, the COD associated with the sludge solids is 

M - (VA) . A material balance on COD must be used, as just indicated, 

to calculate sludge COD after decantation. 

11.5 Gas Production Models 

Sludge gas is mainly methane (60 to 75%) and carbon dioxide 

(25 to 40%) with just small amounts (<1%) of ammonia, hydrogen sulfide 

(H9S), hydrogen (H ) , nitrogen and oxygen present. For modelling pur

poses, we will ignore the minor components. 

Methane is insoluble in the sludge so that all CH, generated 

by the bacteria enters the gas phase and is drawn off in the continuous 

reactor. The production rate is then 

*CH, = YCHA » *M (11"18) 

4 4 

where Y is the yield coefficient based on the methane forming bac-
CH. 
4 

teria. For u., there is a choice of eqns. (11-1), (11-2) or (11-13). 

The choice should be consistant with the relation used for stabilization 

in the previous section. Concentration of the methane forming cells (X ) 

is obtained most easily through a yield coefficient: 

*M = Y M ( M o - V (U"19> 
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The sludge c o n c e n t r a t i o n is measured in VSS or in some cases in COD 

u n i t s . A convers ion f ac to r would be needed to ob ta in VSS or COD from 

(VA) measurements. YM i s a y i e ld c o e f f i c i e n t for the methanogenic 
e (8) 

organisms. If COD units are used, Eckenfelder and Ford use Y„ = 
M 

0.136. Andrews and Graef use Y = 0.02 but employ mole units. They 
assume C,H 0 as a microorganism formula and give Y_,T = Y_^ = 47 

b 1/ o Cn. CO„ 
, / 1 • 4 2 

moles/mole ot microorganism. 
C09 production as a gas is more difficult to formulate because 

C0o is soluble in alkaline solutions through the equilibria: (C00) + 
2 *• aq 

OH" ^ HC0„ . C09 absorption thus converts alkalinity into bicarbonate 

alkalinity. The specific rate of C0_ generation is given by eqn. (11-18) 

with Y„n substituted for Y . However, C0„ leaves the digester as 
CO„ CH, 2 
2 4 

gas, dissolved carbon dioxide (C09) , or as bicarbonate ion HC0„ . A 

C0„ balance gives therefore 

<co? • v ^ "M - r [(co2>-q
 + (HC03~>] < n - 2 0 > 

H C °3 + 
In t roduc ing - = K./K and K^ = (H ) (OH ) and sub-

( C 0 2 ) a q (OH") 

s t i t u t i n g in eqn. (11-20) gives 
C ' (HCO ") ( +v 

qC0 = V ^ ^ r-3- I, + d ) I ( U " 2 1 ) 

This model expresses the C0„ gas rate as a function of the specific 

growth rate, cell concentration, pH and bicarbonate alkalinity. 

Alternate models for gas production use stoichiometric relations. 
(4) 

McCarty uses 

« 4 4 - 5-62 ( i n dig" l-U2 V (11"22) 

where q„„ is scf/lb. COD consumed. A range for 71,. was given fol-
XH, " dig 

4 
lowing eqn. (11-15). Y may be obtained from eqn. (11-16). 

A. 
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Eckenfelder and Ford w r i t e 

1.42 Y 
qCH4

 = 5 ' 6 2 ( M o - V [l - - b r - r r ] (11-23) 

in which M is expressed as COD and Yv is a yield coefficient in terms 
A 

of COD so q is scf/lb. COD consumed. Neither McCarty nor Eckenfelder 

suggest a relation for C0„ production. 

Smith reasons that methane has a COD while CO- has none so 

that the methane yield must be directly proportional to the COD reduction. 

He expresses methane production rate as 

q = - ^ (M^ - M) (11-24) 
CH, T o e 
4 

3 
where M is COD as lb/ft and q is the CH. production rate in set'/ 

day/ft of digester volume. In Smith's model, the gas is 667<> methane. 

If McCarty's relations are used to express stabilization, we 

recommend the use of eqn. (11-22) for methane production. Total gas pro

duction rate may be calculated by assuming the gas is 65% methane. On 

the other hand, if the Monod equation was employed to calculate the resi

dual volatile acids, we suggest eqn. (11-24) for the CH, rate. 

11.6 Models for Other Changes 

Diges t ion has been found to s o l u b i l i z e n i t rogen and phosphorus. 

Smith , employing McCarty's i n v e s t i g a t i o n s , assumes t h a t s o l u b i l i z a t i o n 

is p ropor t iona l to the COD reduc t ion : 

(M - M ) 

<NAM> " < V + °'65 < V °M 6 ( U"2 5 ) 

In t h i s r e l a t i o n N.w and NrtXI a r e ammonia and o r g a n i c a l l y 
AM ON 

bound nitrogen, both expressed as mg of N/l. The ammonia leaving in the 

digester gas is allowed for in the 0.65 coefficient. For phosphorus, 

P = P * + P. ° 6 (11-26) 
e o * M 

o 
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where P and P^ are the soluble phosphates and organically bound phosphorus 

(suspended) both expressed as mg P/l. The effluent COD includes the contri

bution of the volatile acids, of course. 

Alkalinity and particularly bicarbonate alkalinity increase in 

digestion. Only alkalinity is measured at all routinely for digested 

sludge. Alkalinity measures carbonate and ammonia in the liquid phase. 

Smith allows the increase of alkalinity to be proportional to the increase 

in ammonia. Other contributions, HCO ~ + CO-- + H , HS~ + S~ + H , 

etc. are handled by a correction factor so, 

Alk> + 7 ^ [< NW ' (NAM> 1 <U-27> 
O fA1V L e °J 

(AMk) - (AA1J 
6 v ^Alk 

Smith suggests that f.-.̂  varies from 0.6 to 0.8. 

Digesters are normally heated. The effluent temperature, then, 

is the temperature the unit is maintained at. 

11.7 Design 

Digester design consists essentially of sizing a tank. To this 

comes the provision of heat exchange surface to provide adequate heating, 

and the sizing of the pump-around or mixing equipment. 

The primary design parameter, (DP).., will be the specification 

which provides the digester size. Traditionally, the specification was 

cubic feet of capacity per capita, if no data on raw sludge characteristics 

were available. If data are available, (DP).., is expressed as sludge 

loading = M Q/V with units of lb. of volatile solids/day/cu ft of digester 

volume. With M and Q known, the digester volume falls out. Imhoff and 
(9) ° 3 

Fairv list values ranging from 0.1 to 0.15 lb. VS/day/ft for low rate 

digesters and from 0.25 to 0.35 for high rate units. These values are 

at least 50% higher than loadings given by Eckenfelder* 

If measurements have been made on the sludge, a much more soph

isticated treatment can be used. The design parameter can be taken as the 

fractional reduction of VSS (or COD) . If we assume the effluent VSS is 

v 'Eckenfelder, W.W., Jr. and O'Connor, D.J., "Biological Waste 
Treatment, Pergammon Press (New York, 1961). 
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attributable only to the volatile acids, the residual volatile acids (VA) 

can be computed. Equation (11-4) can now be used to find the detention 

time. Since T = V/Q, the digester volume may be calculated. Using the 

Monod equation 

k + (VA) 
""M

 e 

T - (11-28) 

*M (VA)e 

Of course, eqns. (11-14) or (11-15) and (11-16) could be used in place of 

the Monod equation and eqn. (11-4). Fractional reduction of VSS is usually 

specified to be between 0.6 and 0.8. 

Smith points out that it is important to consider the washout 

detention time in digester design. This time, x . , is calculated from 

the flow rate 0 at which digestion fails, x . is given by the 

reciprocal of the maximum specific growth rate. Smith sugguests a 

250% safety factor, so 

Tmln= r 1 ^ - 2 9 > 

Practice is to check that T > x where x is calculated from eqn. (11-28). 

Although detention time from eqn. (11-28) gives a digester size, 

this size is not necessarily the best choice. In some circumstances it 
3 

may be advantageous to design for the maximum sludge stabilization/ft of 

volume. Smith gives a relation developed by McCarty for this "optimal" 

detention time (maximum utilization of digester volume) 

k 

Topt = -f- ( 2 " ,. "" ,| > <"- 3 0> 
P
 "M <\ + V 

Units of M are sludge COD or VSS. o 

A design parameter of considerable importance is the digester 

temperature. This parameter, (DP)„, is usually chosen to be between 33 
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and 35 C. Temperature specification determines essentially the heat load 

and thus the heat transfer requirements. 

The heat load of the digester consists of the sensible heat 

needed to bring the influent sludge to the digester temperature and heat 

losses through the vessel walls. If q is the load in Btu/hr.: 

q = q <KI + q, (ii-3i) 
n ^sensible ^loss 

and 

q ... = (M + 62.4) Q (T - T ) (11-32) 
sensible o 

in which T is the influent and T is the digester temperature. Q is 
° 3 3 

the flow rate in ft /hr. and M is the suspended solids as lbs/ft . Heat 
losses are: 

q. = UA_ (T - T . ) (11-33) 
^loss tank x amb 

where T = mean air temperature. A „ , is the exposed surface area 

of the tank and U is an overall heat transfer coefficient defined as 

where h and. h are suitable heat transfer coefficients and \ is 
r. r 
1 O 

a shell conductivity while x is the shell thickness. A similar term 

could be added for insulation if used. Equations (11-33) and (11-34) 

assume negligible heat loss through the underground portion of the diges

ter. For the exposed portion combined radiative and convective heat trans

fer to the shell and from the shell to the atmosphere is assumed. Values 
(12) 

of h's, X, x and even U are available in various Engineering Handbooks 
Irahoff and Fair give values of 0.1 to 0.4 Btu/hr-ft F for U for ex-

^12^Bolz, R.E. and Tuve, G.L. , (Editors), "Handbook of Tables 
for Applied Engineering Science", Chemical Rubber Co. (Cleveland, 1970) 
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posed tanks depending on wall thickness and insulation. 

Heating can be carried out by circulating low pressure steam 

or hot water in coils in the digester or alternatively by circulating 

sludge through a heat exchanger. The area required in either alterna

tive may be computed from the heat load by 

q = UA AT. (11-35) 
^ lm v 

U, the overall heat transfer coefficient, is given by 

A, 
I . JL + 1E + "i + r + r (11-36) 
U h. \ h A s. s 

i *p o o i o 

where h is the heat transfer coefficients outside of the tube carrying 

either sludge or hot water while h is the inside coefficient. \ is 

the pipe conductivity, x is the pipe wall thickness, r , r are 

scaling coefficients. The inside coefficient h depends on flow 

rate through the exchanger tube or on one side of a plate if this type 

of exchanger is used. Equations are available for calculating h and 

also for h in some circumstances. They can be found in Handbooks 

along with values for r and r 
s. s 
1 O 

In systems where sludge is pumped to an external heat exchanger, 

an additional design parameter will be the temperature at which the sludge 

leaves the exchanger. This parameter along with the heat load sets the 

sludge pumping rate Q through 

Qdig (62.4 + M) (Te - T) (H-37) 

where T is the exit temperature from the exchanger or (DP).. Further 

design parameters are the velocities of sludge and hot water through the 

exchanger. With these specified, the heat transfer coefficients can be 

obtained and the surface area (size) of the exchanger computed. 

Eckenfelder suggests a range of 10 to 39 Btu/h ft F for 
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U for coi ls in sludge tanks. Other values are as low as 4.5 Btu/hr 

ft F. In calculat ing the energy required for digester heating, burner 

efficiency of between 60 and 807„ must be included. Fuel for these 

burners is frequently gas produced in digest ion. 
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12 PRELIMINARY TREATMENT, CHLORINATION AND MISCELLANEOUS 
MODELS 

In this short chapter we will deal with chlorination, prelimi

nary treatment devices such as screens and grit chambers, pumps and 

flow junctions. All of these operations with the possible exception of 

chlorination and junctions can be neglected in simulation because they 

cause a negligible change in the conventionally measured properties of 

waste streams. 

12.1 Preliminary Treatment 

Preliminary treatment devices serve to remove large objects 

such as sticks, rags, string or hard material such as sand or gravel 

which might impede the operation of or even damage downstream mechanical 

equipment. Other devices, instead of removing the softer material, grind 

it to a size which avoids problems. 

Preliminary treatment devices do not change flows and their 

effect on sewage composition is negligible. They will not appear in a 

plant simulation. Thus, only their design concerns us. Many types of 

devices are available; design consists essentially of selecting the type 

of device and determining its size. Size determination is probably all 

that is amenable to computer-aided methods. For preliminary treatment 

devices, the primary design parameter is the specification which sets 

area or size. 

Bar screens are found in almost all municipal treatment plants. 

These consist of parallel bars inclined at 30 to 45 to the vertical 

with bar spacing between 1 and 2 inches. Figure 12-1 shows schematically 

two typical rack installations. 

Design of these racks is based upon a velocity of 2 fps normal 

to the rack for the design flow. This will be (DP^ for the device. 

Thus, the area of rack (A ) required is, 
Bar 

A„ = 0.78 Q /cos 6 (12-1) 
Bar o 

if the sewage flow (Q ) is MGD (U.S.) and <fl is the angle of inclination. 

The coefficient is 0.93 if the flow is measured in imperial gallons. 
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A is in sq. feet. The cross section of the channel in which the 
Bar 
screen is located is given by 

A . , = 4 A„ cos 0 
channel Bar (12-2) 

where <fl is again the incl inat ion from ver t i ca l of the rack. The factor 

4 is a safety factor. 

Overflow by-pass 

( a ) HAND-CLEANED INCLINED RACK WITH OVERFLOW BY-PASS 

; i l . i . i i i i i i i i i i i i i n i l 

(b) MECHANICALLY CLEANED RACK 

FIGURE 12-1. TYPICAL BAR SCREEN INSTALLATIONS 

The waste generated by the bar screens (W) is proportional to 

Figures taken from reference (1) with the kind permission of 
the publisher. 

^Imhoff,.K. and Fair, G.M. , "Sewage Treatment", 2nd Edition, 
John Wiley (New York, 1956) 
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the flow, 

W = a Q (12-3) 

If W is in cubic feet per day and Q is mgd, a is estimated to be 
(1 2^ ° 

between 3/4 and 3V ' . 

Fine screens which once followed bar screens have been replaced 

by comminuters. This device is like a mechanically cleaned screen but it 

incorporates a cutting mechanism that cuts up the retained material with

out removing it from the sewage flow. It serves to reduce unsightliness 

and problems with down stream mechanical equipment. A typical comminuter 

is a vertically slotted drum screen submerged in the sewage flow and 

operated so that the drum either revolves against cutting members or the 

cutting members oscillate against the drum. Figure (12-2) illustrates the 

device. 

Rotating, 
cutting 
screen 

FIGURE 12-2. COMMINUTER 

Comminuters are purchased as packaged units. No relations have 

been found to indicate how they are sized. 

Preaeration or skimming tanks may be used in municipal plants 

where a mixed industrial and domestic waste is treated. The primary pur

pose of the unit is to remove excessive grease or oils which have a lower 

specific gravity than water. These substances float and can be collected 

and skimmed from the water surface. The unit also removes a portion of 

Figure taken from reference (1) with the kind permission of 
the publisher. 

v 'Anonymous, "Sewage Treatment Plant Design", A.S.C.E. and 
W.P.C.F. (1959) 
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the odorous gases such as hydrogen sulphide and it is claimed that pre-

aeration causes some coagulation of colloidal matter which can be sub

sequently settled out in a clarifier. A schematic diagram of a preaera-

tion tank is shown in Figure (12-3). 

rf 
k U i / 

FIGURE 12-3. SCHEMATIC OF A PREAERATION TANK WITH 
A PLATE DIFFUSER* 

Design of a tank is based on the rising velocity of a grease or 

oil droplet. The tank surface area, A skim' is then 

A . , = 1110 Q /v.. n. skim o float 
(12-4) 

where A is sq. feet, Q is in mgd (U.S.) and v is inches per min

ute. Stokes1 law provides an estimate of the rise velocity, 

float 
hi (1 P'p„> (12-5) 

where d is the drop size in feet and u, the water viscosity, has the 
P p 

units lbs./ft.-min. and p/p is the specific gravity of the oil or 

grease. Depth of the tank will range from 5 to 10 feet. 

If the droplet size of oil or grease cannot be estimated, an 

alternate procedure is to use detention time (Tskim)
 as the design para

meter. 

V , . = 93 T . . Q skim skim o 
(12-6) 

* Figure taken from reference (1) with the kind permission of 
the publisher. 
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In this relation, Q is again M3D (U.S.)- F°r grease removal, 5 <. 

T . g 15 minutes: but T . . will range from 15 to 60 minutes for 
skim ' 'skim & 

odor removal, freshening septic sewage and if settling in the clarifier 

is to be improved. Equations (12-4) and (12-6) will be used to set tank 

depth in some cases. 

Equation (12-3) can be used to predict the scum volume reco

vered. According to Imhoff and Fair a will be between 0.1 and 6. 

Aeration is carried out with between 0.01 and 0.1 scf/gallon 

of sewage. The specification is a second design parameter. The air re

quirement is given then by an equation of the form of eqn. (12-3). 

Sand, gravel and other firm, dense material are removed in grit 

chambers. The most common chamber is a simple channel which is slightly 

larger in cross section than the inlet sewer. Usually these are construc

ted in pairs for service purposes. The principle is to reduce the velo

city sufficiently so that the heavier inorganic solids will be deposited, 

but that the lighter organic solids will remain in suspension. Channel 

type chambers are usually designed to provide a controlled velocity close 

to 1.0 fps. The length and, thus, the retention period is based upon the 

size of particle to be removed. The rate of flow is maintained at a more 

or less constant velocity by (1) gates, (2) constant velocity weirs and 

(3) flumes (see Figure (12-4)). 

Other types of grit removal facilities are available which make 

no attempt to control the velocity. Rather the velocity is kept so slow 

that all the grit is removed. This also allows some organic material to 

be removed and this is then separated and returned to the flow either by 

a hydraulic means or by some other appropriate technique. 

(2) 
The design criteria of 1 fps (or sometimes 0.5 to 1 fps) is 

based on the scour phenomena. Particles of size and density whose intrin

sic scour velocity is equal or less than v will be re-suspensed when the 
' sc 

flow across a loose bed of granular particles of mixed size reaches this 

velocity. The scour velocity ' is given by 

v?c = b (g (P/Pw - 1) d y (12-7) 
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T 
110 _! 
Area A n 

Plan 

Sectional elevation 
Rushing sump 

FIGURE 12-4. GRIT CHAMBER WITH A 
WEIR FLOW CONTROL 
SYSTEM* 

where g is the acceleration of gravity (ft/sec ), p/pw is tne speci

fic gravity and d the equivalent spherical diameter of the particle. 
P 

b is a dimensional constant which if d is in millimeters and v is 
sc 

inches/min. ranges between 3 and 4.5. 
The total cross sectional area of the grit removal channels 

ich that the velocity is no more than v even i 
sc 

anticipated flow. Equation (12-4) can be used and becomes 

must be such that the velocity is no more than v even at the maximum 
sc 

A .fc = 1.55 (Q ) a /v grit o max sc 
(12-8) 

where (0 ) is the maximum anticipated flow in mgd and v is in ft./ 
"o max sc 

sec. 

We will not consider the design of weir or gate devices to con

trol flow. The length of the grit channel depends upon sedimentation 

rather than upon scour. If we let A . n be the surface area, the v channel 

overflow rate or surface loading as gpd of sewage/sq. ft. is conserva

tively given as 

(Q ) /A . . = 450 v 
o max channel p 

(12-9) 

where v is the settling velocity (inches/min.) of the smallest particle 
P 

* Figure taken from reference (1) with the kind permission of 
the publisher. 
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to be retained in the grit chamber. Using Stokes1 Law, eqn. (12-5), the 

ratio of surface area to cross sectional area will be 

A channel 18 by. , ._ ,. , .-k ,,„ ,„. 
A — = p~d (g ( fP W "

 L> dp> (12-10) 

grit W p v 

If the grit chamber is designed to remove only gravel, Newton's Law must 

be used instead of Stokes'. The area ratio will be between 1.7 and 2.5. 

The choice of the critical sand or gravel particle size to be removed is 

therefore a design parameter. The third design parameter is width or 
(2) 

depth. Depth is usually about one foot at the design flow rate 

12.2 Pumps 

Units in a sewage p lan t w i l l be a r ranged , when p o s s i b l e , for 

g rav i ty flow from the en t rance to the p l an t to the o u t f a l l in o rder to 

minimize as much as p o s s i b l e the c a p i t a l c o s t of pumps and t h e i r power 

requirement . As we have seen in e a r l i e r c h a p t e r s , r ecyc le i s a normal 

component of a t rea tment p l a n t . I f g r a v i t y flow e x i s t s , then a l l r ecyc le 

streams must be pumped. 

The c h a r a c t e r of the s t ream to be pumped d i c t a t e s the type of 

pump to be used. For example, a c e n t r i f u g a l machine w i l l normally be 

used for raw sewage, f i l t r a t e s , s u p e r n a t a n t s , s ludges generated in secon

dary t r ea tment ; whereas , a p o s i t i v e d isplacement pump, such as a screw 

(Moyno) pump, would be employed for moving primary s ludges . Regardless 

of the type of pump, the pumping u n i t c o n s i s t s of the pump proper and a 

d r i v e r . The s i z i n g procedure for both these elements i s the same. 

Se lec t ion of a pump depends upon 1) c apac i t y Q, 2) brake horse 

power (BHP) and 3) head (H). Other f a c t o r s , such as the f l u i d , inf luence 

p r imar i ly the type of machine s e l e c t e d . 

The head de l ive red by a pump H i s a sura of 3 s e p a r a t e heads: 

H = H. . + H _ + H ... (12-11) 
Tcin s t a t suc t i on 

The k i n e t i c head, 1L , r e f e r s to downstream s i d e and i t encompasses the 
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energy required to overcome friction in the line plus the kinetic energy 

associated with the flowing fluid. The static head, H , corresponds 
° stat e 

to the potential energy furnished by the pump, that is, the elevation 
difference to be overcome. Finally H . is the head which must be 

suction 

furnished to bring fluid into the pump; it includes static and kinetic 

contributions. 
The static head, H ^ _ = Ah, the net elevation difference in 

stat u '• 

fee t across which the f luid i s pumped. H, , i s given by the following 

express ion 

H. . = 310 ~ (£2) (L + L ) (12-12) k m ,3 d e N ' 
d 

in which Q is gpm (U.S.), d is the pipe diameter in inches, L is the 

length of piping, L is the sum of the equivalent lengths of all fit

tings and valves in the line. Equivalent lengths are given as tables in 

Engineering Handbooks . f is a friction factor defined as H/—— . 
sn 7n S 

This factor is a function of the Reynolds number — L , — ^ where 
dp, 

n is in centipoise and d is inches. It is usually given as a plot in 
(3) Handbooks .. The viscosity of sewage and supernatant can be assumed to 

be the viscosity of water. The suction head, H , is estimated by J suction 

summing the net elevation change and H, . calculated through eqn. (12-12) 

for the suction line of the pump. 

The brake horse power of the pump is 

< ™ » P » p " 395? " P'Pw (12"13) 

pump 

where H is the head (feet), p/pa
 is the specific gravity, Q is gpm 

w 
(U.S.), while 71 is the efficiency. For centrifugal machines 71 
v '' 'pump J 'pump 

may vary from 0.2 to 0.8, depending on the machine and its operating con

ditions. A good mean figure is 0.6. For positive displacement pumps, 
Ti ranges from 0.55 to 0.75. ''pump ° 

(3) perry, J.H. (Editor), "Chemical Engineer's Handbook", 4th 
Edition, McGraw-Hill (New York, 1968) 
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Energy losses from the driver to the pump are accounted for by 

a mechanical efficiency. Thus, the brake horsepower of the driver is 

(BHP) 
(BHP) , - BiSS* (12-14) 

'driver W h 

The mechanical efficiency allows for losses in the pump and transmission. 

It is usually about 0.95. The power required is 

(BHPK . 
(w') = driven 

P^P driver 

where the driver efficiency, -n, . , is normally between 0.8 and 0.95. 

The prime indicates the BHP is for the actual flow rate and head, not 

the design values. 

The driver horsepower is the primary criteria for driver selec

tion, whereas the power requirement determines the substation, switch and 

starting box sizes. 

12.3 Headers and Flow Splitting Devices 

In some plants, wasted sludge from an activated sludge system 

is mixed with raw sewage to promote settling in the primary clarifier. 

Mixing occurs in a "header" or junction device upstream of the clarifier 

or upstream of a preaeration device if one is used. Filtrate from sludge 

dewatering and digester supernatant will sometimes be mixed with sewage 

at the same point. The "header" or junction box is an example of a 

stream mixing device. Splitting devices also occur. For example, sludge 

from the secondary clarifiers usually drops into a collecting box or 

sump. Recycle sludge is drawn off while, in some units, the sludge to be 

wasted falls over a weir into a second sump from which it is pumped out 

of the unit. 

Modelling of these units is quite simple. The mixing unit 

involves just an averaging procedure. If Q, represents the flow rate 

in mgd of an arbitrary stream entering a mixer and S. represents a com

position in, say, rag./l., then 
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i=l 

(12-16) 

where Q is the total flow resulting from all n streams and 

1 = Q I SiQi 
(12-17) 

i=l 

As long as S is measured in the same units for each stream, the conver

sion units (to give, say, pounds/day) cancel out. S is the mean composi

tion, that is, the composition leaving the mixing unit. Figure (12-5) 

a) shows a schematic of the unit. 

«i . s, 
o 2 . s 2 

0 3 . S3 

1 < • 

MIXING 
JUNCTION 

0 , S 

* 
a) MIXER 

0 . 5 

—i w e n OVERFLOW 

SPLITTING 
JUNCTION 

Q2 . Q - 0 | , S g ' S 

0 | • ot|Q , S| • S 

b) SPLITTER 

FIGURE 12-5. SCHEMATIC DIAGRAMS OF STREAM 
JUNCTIONS 

The splitter can be modelled in two ways depending upon its 

operation. If all streams are pumped from a sump, we can let f. = the 

fraction of the total flow pumped out of the splitter in the jth stream. 
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Then 

and 

Qj " f,Q (12-18) 

S = S (12-19) 

since composition does not change in splitting. In the second mode of 

operation, all but one stream are pumped. The remaining stream is genera

ted by an overflow (see Figure (12-5)). The splitting of final clarifier 

underflow to generate a waste sludge, which we mentioned two paragraphs 

before, is an example of this type of device. For all streams, other 

than the overflow, eqn. (12-18) applies. The overflow stream, Q , is 

then 

n-1 

QQ = Q (1 - £ f ) (12-20) 

j=l 

Figure 12-6 shows mixing junction simulation model used in the 

earliest simulation studies undertaken at the University of Waterloo. 

SUBROUTINE MIXER3 
c 
C MIXER SUBROUTINE 
c 
C THIS SUBROUTINE ACCEPTS NIN INPUT STREAMS, SUMS THEM, AND 
C DISTRIUUTES THIi OUTPUT, USING FACTORS IN EN MATRIX, TO 
C NOUT OUTPUT STREAMS 
C 
C A FORM OF THIS SUBROUTINE WAS ORIGINALLY SUPPLIED WITH THE 
C PACER EXECUTIVE IN 1967. IT »AS MODIFIED FOR THE UNIVERSITY 
C OF WATERLOO WATCRAP PROJECT BYH.N.Z»ICKKK IN FEBRUARY, 196b 
C MOST RECENT UPDATE BY P.L.SILVESTON IN 1£73 
C 
C STREAM VECTOR SN 
C 1. STREAM NO. 
C 2. 
C 3. ALL ADDITIONAL COMPONENTS HAVE CNITS OF 
C « CONCENTRATION OK ARF INTENSIVE PROPERTIES 
C 
C EQUIPMENT PARAMETERS VECTOR EN 
C 1. EQUIPMENT NO. 
C 2. 
C 3. FRACTION OF TOTAL INPUT IN FIRST OUTPUT STREAM 
C 4. AS 3. UP TO LIMIT OF FIVE OUTPUT STREAMS 
C 
C DEBUG PRINTING 

1K<kSETS)10,10,200 
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200 PRINT 00,NE 
30 FORMAT<26HSEPSIM HAS GOTTEN THIS FAR,14) 
10 CONTINUE 

C 
C OVERFLOW PROTECTION 

IP (STRtfH 1,3) )40,40,SO 
40 STRMK 1,3) = 1*0 
SO CONTINUE 

C 
C SUM ALL FLOWS IN. 
C PAPER MATRIX I S USED FOR TFMPOtfAFT STORAGE 

PAPF.Ri 1 , 1 ) = 0 . 0 
DO 1 I = 1 , N I N 

1 PAPER! 1 , 1 ) = PAPER< 1 , 1 >+STRMI< I , 3 » 
C CALCULATE OUTFLOWS. 

DO 2 K = l , N O U T 
L=K + 2 

2 STRVOI K , 3 ) = E N < N E , L ) * P A P E R I 1 , 1 ) 
DO 3 J = 4 , N S L M A X 
K = J - 2 
PAPER< 1 , K 1 = 0 . 0 
DO 4 1 = 1 , N I N 

4 PAPF.R( l , K . ) = PAPl.K( 1 , K ) + S T R M I ( I , J ) » S T R N I ( 1 , 3 ) 
3 CONTINUF 

HO 6 1 = 4 , N S L M A X 
DO 5 J = l , N O U T 
K = l - 2 

C WEIGHTED MEAN CONCFNTHATION. 
5 STRMOC J , I > = PAPF.k< 1 , K ) / P A P F R < 1 , 1 ) 
6 CONTINUE 

RETURN 
FND 

FIGURE 12-6. EXAMPLE OF A JUNCTION MODEL 
SUBROUTINE 

The junction model can be written into the models for other 

process units so that the models are capable of handling more than one 

influent or capable of generating multiple effluent streams. 

Size of a header of a junction box is determined by the design 

flow and a specified detention time t„ so 
Box 

V. = 0.134 Q t (12-21) 
junction ^ Box 

where V is cu. ft., t„ is in minutes and Q is the design flow in 
Box 

gpm (U.S.) 

12.4 Chlorination 

Chlorination is normally the last unit in a waste treatment 

plant before the effluent is discharged into receiving waters. It is a 

disinfection process, probably the cheapest available, intended to destroy 
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or inactivate pathogenic (disease producing) organisms such as certain 

bacteria or viruses. Other less routine uses of chlorination are for 

odor control in preliminary or primary treatment. Chlorine halts anaero

bic decomposition of wastes and oxidizes hydrogen sulfide. It is also 

used to sweeten digester supernatants and to correct bulking in activated 

sludge systems and ponding in trickling filters. 

Chlorine is added either directly as a gas or a small portion 

of the effluent is saturated with the gas and then mixed with the remain

der of the stream. On contact with an aqueous media, the following 

rapid, reversible reactions occur 

ci 2 ( g ) * (ci2) 
aq. 

(Cl 2 ) + 2H20 * H_0 + CI + H0C1 (Hypochlorous 
aq ac id ) 

H0C1 + H20 ;± H30+ + OCl" (Hypochlori te ion) 

The d i s p r o p o r t i o n a t i o n r e a c t i o n of c h l o r i n e has an equ i l ib r ium cons tan t 

(H 0+) (Cl~) (H0C1) . 
Kci2

 = — (cip = 3 x l ° 
aq 

at 15 C so the reaction goes virtually to completion at pH > 3 provided 

CI concentrations are not excessive. On the other hand the dissociation 

of hypochlorous acid has an equilibrium constant, 

** 

(HO ) (OCl ) ,8 

OCl H0C1 
= 2.5 x 10 

at 20°C. Hypochlorous acid, aqueous chlorine (if present) and the hypo

chlorite ion constitute "free available chlorine". The acid, however, is 

the effective disinfectant so pH's below 7 must be maintained. 

Ammonia and certain organic substances, such as phenols, react 
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with chlorine. The predominate ammonia reaction is 

NH~ + HOC1 ^ NH2C1 + H„0 

At high CI- concentrations and with long holding times, NH CI is oxidized 

to N?0 by chlorine, 

NH CI + NHC12 + H0C1 T± H^ + 4HC1 

Both NH-C1 and NHC1„ are called chloramines. They exert a slow disin

fecting action and represent forms of "combined chlorine". It is assumed 

they function as disinfectants through the reverse reaction to give hypo-

chlorous acid. 

Break point chlorination is practised in most sewage plants, 

that is, sufficient chlorine is added to satisfy the chlorine demand of 
2+ 

inorganic reducing agents (such as Fe . ) , organic compounds and destroy 

the chloramines (at least partially) by oxidation. This results in a 

residual chlorine content (free available chlorine) in the effluent 

leaving the plant. Usually the standard is a 0.5 mg/1. CI- residual 

after a detention time of 15 minutes. 

OS-

0.4 

0 3 -

0 2 

0.1 

I FORMATION Of FREE CHlWJt AND 
PRESENCE OF CMLORO-ORGAViC 

COaPpuNOS WOT OESTROYEP 

FORMATION OF CHIORO-ORGANIC: 
OOUPOUNDt AMD CHLORAMINES> 

DESTRUCTION OF 
CHLORAMIKESANO 

CHlORO-OXStNIC CCMP. 

(4 ) 

OBSTRUCTION 
OF CHLORINE 
er REOUCINS 
.COMPOUNDS 
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C H L O R I N E A O D E O 

0.7 OB 09 

FIGURE 12-7. SCHEMATIC OF BREAK POINT CHLORINATION 

Figure taken from reference (4) with the kind permission of 
the publisher. 
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D e t a i l s of the d i s i n f e c t i o n mechanism a r e not known. I t i s 

believed t h a t c h l o r i n e des t roys c e l l p r o t e i n and i n a c t i v a t e s c r i t i c a l 

enzyme systems. The process i s not i n s t a n t a n e o u s . Indeed, i t i s d e s 

cr ibed in terms of Chick 's Law^ ' 

X = X e " k t (12-22) 
e o ' 

In the relation, X is a count of cells, k is a specific rate cons

tant which depends on the concentration of the disinfectant, pH and tem

perature and t is contact time. Consequently, a chlorination tank is 

necessary to provide a sufficient detention time at the residual CI-

level for some specified destruction level. E. Coli are frequently used 

as a test bacteria. A 15 minute detention time at a Cl0 residual between 
(1) 

0.2 and 1.0 mg/1. destroys 99.9% of the cellsv ' . 

With this background, we can now proceed to simulation and de

sign models for chlorinators. BOD reduction in raw sewage through 

chlorination of between 10 and 35% have been reported . On the other 

hand stoichiometry suggests a reduction of 2 mg/1. of BOD per mg/1. of 

Cl„ added up to the break point. Susag ' has recently modified this 

rule to 

AS = 2.08 AC12 - 0.21 (ACl2)
2 (12-23) 

where AS is reduction in BOD in mg/1. while AC1. = Cl_° - (Cl~) 
L L L resid. 

in mg/1. and represents the Cl~ consumed. Cl2° is the concentration 

of CI, which would have been obtained if all Cl„ dissolves, but none 

is reduced. This concentration is 

0.12 Wcl 

Cl2° = r — (12-24) 
^e 

(4) 
Weber, W.J., Jr., "Physicochemical Processes for Water Quality 

Cont ro l " , Wi l ey - In t e r sc i ence (New York, 1972) 

^ S u s a g , R.H., Sew. and Ind. Wastes 40, 434 (1968) 
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where Q is the outfall flow rate in MGD and W is the chlorine 

dosage in lbs./day. CI is usually of the order of 2 to 3 mg/1., 

thus BOD reduction ranges from 3 to 4 mg/1. 

Protons (H_0 ) produced by disproportionation of chlorine cause 

a loss in alkalinity. From the definition of alkalinity, assuming all 

the Cl„ disproportionates, 

AAAlk = U 4 ( C 1 2 0 ) (12-25) 

Dissolved solids increase through the addition of chlorine. The increase 

is given by eqn. (12-24). No other changes, however, are believed to 

occur. 

As for design, the objective of chlorination is disinfection. 

For this purpose, a dose must be specified which is sufficient to generate 

a residual Cl_ level of the order of 0.5 mg/1. This residual level may 

be viewed as the primary design parameter of a chlorinater. It determines 

the BOD and alkalinity reduction in the unit. An equally important de

sign parameter is the detention time (T , , ). The size of the chlorina-
Chlor 

tion tank can be estimated from 

Vou1 = 0.134 Q T (12-26) 
Chlor. x Chlor. 

The units are the same as those in eqn. (12-21). 

The application rate - which dictates the size of the chlorina

tion equipment, building size, inventory of chlorine required - depends 

on the dosage as well as the flow. Dosage is obtained by rearranging eqn. 

(12-24). Cl„ , the maximum free chlorine, can be eliminated through AS 

and AC12 by eqn. (12-23). 
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13 SLUDGE TREATMENT PROCESSES 

Our objective in this chapter Is to examine models for the ma

jor sludge treatment processes: elutriation, vacuum filtration, centri-

fugation, sludge drying and incineration. 

Sludge treatment is frequently troublesome and it is costly. 

Burd^ ' estimates that if digestion is included sludge treatment and 

disposal accounts for 25 to 50% of the capital cost of a waste treatment 

plant and similar percentages of the annual operating cost. In Ontario, 

provincial policy is to encourage land spreading of sludges whenever 

possible. Land spreading normally will require digestion but it by passes 

the sludge treatment processes to be discussed in this chapter. We have 

added this chapter inspite of this policy because large metropolitan areas 

do not use spreading and because a stiffening of the spreading restrict

ions with respect to heavy metals salts in the sludge may force nunicipal 

sewage plants treating mixed domestic and industrial wastes in smaller 
urban areas to use land fill instead of spreading and to thereby use 

sludge treatment processes. 

The alternatives in sludge treatment and the interrelationships 

of the individual treatment steps are indicated in Figure 13-1. Five 

stages are discernible in the figure. In the first, raw sludge undergoes 

volume reduction (thickening, digestion) and possibly biological treat

ment (digestion). An alternative at this stage is aerobic digestion. 

This process has not been widely used in Canada and for this reason,it 

will not be considered in this chapter, even though it is receiving a 

good deal of attention now. The next stage is sludge conditioning. 

Conditioning, when it is used at all, is usually done by washing the 

sludge with treatment plant effluent. Alternatives are heat treatment 

by either the Farrer or Wet Air Oxidation Processes^ . These alter-

Burd, R.S., "A Study of Sludge Handling and Disposal", 
Publication WP-20-4, Water Pollution Control Research Series, F.W.P.C.A.-
U.S.D.I., U.S. Gov't. Printing Office (Washington, D.C.,1968) 

(2) 
Balakrishnan, S., Williamson, D.E. and Okey, R.W., "State of 

the Art Review on Sludge Incineration Practice", Water Pollution Control 
Research Series" 17070 DIV 04/70, F.W.Q.A.-U.S.D.I., U.S. Gov't Printing 
Office (Washington, D.C.,1970) 
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natives are seldom used and will not be discussed further. Sludge de-

watering is the third stage. The competing processes for this stage are 

drying beds, vacuum filtration, and centrifuging. Mechanical dewatering 

by plug presses and filter presses is rarely used in North America. The 

dewatered cake from this stage can be disposed of directly in sanitary 

land fill facilities, but in some situations, the sludge will go on 

to a fourth stage - oxidation and decomposition (incineration). The 

final stage is ultimate disposal. 

Oral nag* 

SOLIDS DISPOSAL 

FIGURE 13-1. SCHEMATIC DIAGRAM OF SLUDGE PROCESSING 
IN MUNICIPAL WASTE TREATMENT PLANTS 

The sludge treatment processes can be considered, as a first 

approximation, independently from the rest of the treatment plant once 

sludge flows and compositions are established. The recycle link with 

the remainder of the treatment plant is weak. Flows, such as filtrate 

from filtration and centrifuging (Figure 13-1), which return to the 

treatment plant are quite small when compared to the sewage flow even 
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though these streams have high BOD and suspended solids levels. Thus, 

these recycle streams have only a small influence on fluid side per

formance of a waste treatment plant. 

From the standpoint of simulation, it is only the composition 

of these recycle streams and the gross amount of sludge or ash sent to 

ultimate disposal which are of interest. Since these recycle streams 

affect the waste levels in the treatment plant outfall only slightly, 

sophisticated modelling is hardly warranted. On the other hand, sludge 

treatment processes are costly so that modelling for design purposes is 

worthwhile. Our emphasis will be on design in this chapter. 

13.1 Elutriation 

Elutriation is employed primarily for digested sludge. It is 

simply a "washing" operation whose object is to remove dissolved matter, 

mainly inorganic salts, from the sludge. Removing these salts reduce 

the requirement for sludge conditioning chemicals in the subsequent 
(3) dewatering stage. Figure 13-2 taken from Genter's 1956 article 

illustrates the dramatic reduction in chemical requirement which can be 

achieved. 

FIGURE 13-2. REDUCTION IN CHEMICALS DEMAND FOR VACUUM 
FILTRATION THROUGH ELUTRIATION* 

Figure taken from reference (3) with the kind permission of the 
Journal. 

(3) 
v 'Genter, A.L. "Conditioning and Vacuum Filtration of Sludge", 

Sewage and Industrial Wastes, 2£, No.7,829 (1956) 
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The figure suggests that chemicals demand depends on the sludge alkalinity 

and volatile suspended solids. We will use this information in section 

13-2 when we discuss vacuum filtration. Volatile suspended solids are 

not decreased in elutriation as Figure 13-2 indicates, but alkalinity is 

sharply reduced. The alkalinity of digested sludge is due to the forma

tion of carbon dioxide in the metnanation stage of digestion (see 

Chapter 11) which dissolves in the sludge to form bicarbonates. The 

most important of these is artimonium bicarbonate. Bicarbonates are 

soluble and thus are removed by washing. 

Elutriation equipment is simple. Sludge and wash water are 

mixed either in the line feeding an elutriation basin or in a separate 

mixing chamber ahead of the basin. When used, this chamber will be 

stirred (Figure 13-3). The basin itself is simply a clarifier or 

thickener (see Chapter 8). Sludge separates from the wash water 

in this basin and is recovered as the underflow. The wash water over

flows the weirs and is returned either to the primary clarifier or to 

the aerator of the treatment plant. A serious problem is suspended solids 

swept out of.the sludge by the wash water. Suspended solids concentrations 

can reach 4,000 mg/1. 

Wash Water 

Q w = rE Q 0 

(AAIOW 

Sludge Q0 

lAAlk)0 

Mixer 
Effluent Q e 

(AAik)e 

FIGURE. 13-3. SCHEMATIC DIAGRAM OF AN ELUTRIATOR 
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Both single stage and two stage counter current units are in use. 

The ratio of wash water to sludge (r„) usually ranges from 2:1 to 3:1. 

Since the reduction of alkalinity in the sludge and the loss of 

suspended solids to the wash water are of primary interest in elutriation, 

models for the process must account for alkalinity change and for suspend

ed solids in the wash. An elutriator model should also cover any thicken

ing of the sludge, although this is a secondary consideration. 

An elutriator model was developed in section 7.3 (Chapter 7) 

to illustrate simple, deterministic, lumped parameter models. A material 

balance on alkalinity was used along with the assumption that on entering 

the settler (after mixing) the alkalinity is the same in the sludge and 

in the wash water. The relation obtained for sludge alkalinity (A... ) 

was 

Alk u , . 
1 + rE 

where the subscripts u, o, w represent underflow (sludge) inlet and wash 

water. Alkalinity of the overflow (A.,, ) was assumed to be the same as 

(A... ) . r„ is the volumetric ratio of wash water to sludge. Relations 

identical to eqn. (13-1) are given by Genter^ , Smith and Imhoff and 

Fair . Genter has also derived a relation for a two stage (two mixing 
(3) and two settling tanks) countercurrent washing system : 

,A , (AAlk>o ^ W w <*E> ( r E + 1> 
UAlk Ju " 2~~ ~~, { } 

(4) 
Smith, R., "Preliminary Design and Simulation of Conventional 

Wastewater Renovation Systems Using the Digital Computer", Publication 
WP-20-9, Water Pollution Control Research Series, F.W.P.C.A.-U.S.D.I., 
U.S. Gov't Printing Office (Washington D.C., 1968). 

^Imhoff, K. and Fair, G.M., "Sewage Treatment", 2nd Ed., John 
Wiley & Sons (New York, 1956). 
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The relation assumes no change in sludge concentration. Alkalinity 

in the wash water leaving the unit (A.,, ) is Alk e 

(AAlk>e " i l ' ' W o + rE < W v " < W u > ( 1 3 " 3 ) 

E 

No theory or correlation of plant data has been found which 

predicts the level of suspended solids in the wash water after mixing or 

after settling. In principle, clarifier and thickening models should 

provide this information, but information on settling of elutriated sludges 

seems to be absent from the Sanitary Engineering literature so that con

stants in these models cannot be evaluated. However, crude models for 

sludge treatment processes are probably acceptable for the reasons we 

have indicated earlier. Consequently empirically determined factors 

may be used to predict the suspended solids in the'overflow from the 

settling stage. If y is the ratio of sludge concentration as mg/1. 
E 

before and elutriation and f is the fraction of the sludge solids 
E 

lost to the wash water (see section 7.3), 
y_ f_ M 

M E E ° (13-4) 
e V1 + V + fE " 1 

1 " fE 
% - - 7 - * (13-5) 

(1 - fF) 
Q - Q (1 + r„ — ) (13-6) 

E 

f is normally less than 0.1, but values as high as 0.3 have been re-
(1) ported . The amount of thickening accomplished is small so that usually 

y_< 1.1. If f„ is greater than 0.1 and y » 1.1, the change in sludge 
E E E 

volume is significant and eqns. (13-2) and (13-3) must be re-derived to 

allow for the change. 
When a mixing chamber is used, sizing of the chamber is based 

ition time. ] 

agitation is vigorous. 

upon detention time. Burd cites a detention time of 30 seconds if the 
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The settling basin should be designed as a clarifier would be 

since the primary concern is reducing the sludge solids which leave with 

wash. Ideally, the design would be carried out using settling data ob

tained with elutriated sludges to evaluate an overflow rate corresponding 

to a reasonable loss of solids. However, in many cases the design is 

based on a specified overflow rate or a solids loading. Burd cites an 
2 2 

overflow rate of 200 gpd/ft , but indicates that rates up to 400 gpd/ft 
are used. The solids loading according to McLaren^ ' should be 8 to 10 

2 
lbs of dry solids/ft /day, but loadings in the range of 10 to 15 lbs are 
used. 

Sludge concentrations are considered in the settler design as 

well. The discussion in section 8.7 applies. Equation (8-36) can be 

used to check the solids loading used to design the settler or calculated 

from the design if the overflow rate is used as the design parameter. 

The equation contains blanket height and holdup time in the sludge blanket 

(T, . ) . Blanket depths run to a maximum of three feet,while sludge holdup 

is about 24 hours according to Burd's survey. 

As for clarifiers, a weir loading is often specified as (DP) . 

For elutriators, this loading is about 5,000 gallons (U.S.)/ft/day. 

13.2 Vacuum Filtration 

For some time now vacuum filters have replaced drying beds 

as the most popular dewatering process in Canada. These units are intended 

not only to dewater sludge, but also to keep the solids in the filtrate 

as low as feasible. 

13.2.1 Operation and Theory. 

Filtration is carried out by forcing sludge through a porous 

film which "traps" the solids but allows the liquid to flow through. 

After the initial contact with the filter media, the trapped solids build 

up on the media and form a "cake". The cake actually accomplishes most 

of the enmeshing and trapping of solids. The filter media's is main purpose, 

then, is to initiate and support the cake. 

McLaren, J.W., "Evaluation of Sludge Treatment and Disposal", 
Canadian Municipal Utilities, 23, 51 (May, 1961) 
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A wide variety of filtration equipment is available, but the 

only type of unit which is used extensively in North America for sludges 

is the rotating drum vacuum filter. Figure 13-3 shows the schematic of 

an installation, while the drum itself is illustrated by Figure 13-4. 

Filtration occurs when the drum, whose surface is perforated and covered by 

niur 

Vacuum control 
regulator* 

Dwatcred 
3l«4a» 

3lt>at*M»a° 
from 

mil totl 

Flhratt 
to 

plant 

FIGURE 13-4. VACUUM FILTER INSTALLATION 
(SLUDGE CONDITIONING TANK # 

AND SLUDGE PUMPS NOT SHOWN) 

Figure taken from reference (7) with the kind permission of 
the Journal. 

Schempman, B.A., and Cornell, C.F., "Fundamental Operating 
Variables in Sewage Sludge Filtration", Sewage and Industrial Wastes J28_ 
No. 12, 1443 (1956) 
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PILTER CAKE CAKE SCRAPER 

WATER SPRAY 

LUDGE RESERVOIR 

NOTSi td DRYING CYCLE TIMB 

FORM CYCLE TIMB 

FIGURE 13-5. SCHEMATIC OF FILTER DRUM OPERATION 
(tf = time for cake formation, 

t, = time for cake drying) 
d 

a septum, revolves through a "pan" holding the sludge. Movement of the 

filter is usually sufficient to prevent settling of the sludge, but 

additional agitation is sometimes used. Vacuum maintained in side the 

drum draws sludge to the septum surface. Solids are trapped, but fil

trate drains from the sludge through the septum. Thus, as the drum 

revolves a sludge mat builds up. The mat thickness depends on the 

sludge, of course, but also on the contact time tf. This time depends, 

in turn, on the rpm of the drum and its submergence in the pan. The rpm 

ranges from 0.1 to 1, while 20 to 40% of .the drum cross section is sub

merged. The drum is divided internally into drainage compartments which 

are connected to a rotary valve and hence to the vacuum source and 

filtrate disengaging system (Figure 13-4). The rotary valve makes it 

possible to control the vacuum applied for different portions of the fil

tration cycle. Maximum vacuum drawn depends on the sludge, but it is 

usually in the range of 10 to 26 inches of mercury. 

* 
Figure taken from reference (2). 
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As the drum rotates, the mat is lifted out of contact with 

the sludge. Vacuum continues to be drawn inside the drum compartment, 

thereby dewatering or "drying" the sludge cake. The drying time is 

slightly less than the difference between the cycle and mat forming 

times. At the end of the cycle, before the drum revolves through the 

sludge pan, the dewatered cake is lifted from the drum by closely 

spaced strings or a knife edge and the cake falls onto a conveyor. The 

filter septum is usually washed with a water spray before it is re-

immersed in the sludge pan. 

The quantity of solids which can be filtered per unit time 

and unit area, and the dryness of the cake formed depend upon sludge 

and operating variables. The sludge variables include: solids con

centration, sludge age, temperature, viscosity, compressibility of 

the sludge, chemical composition, and the other sludge characteristics 

such as volatiles content, bound water, and particle size and shape. 

The operating variables are: applied vacuum, drum submergence, drum 

speed, degree of agitation in sludge pan, filter septum and the condit

ioning of sludge. Burd discusses the effect of these variables on 

filter performance quantitatively. 

The thickness of the mat formed on the filter must be a 

function of the drainage of liquid through the mat, the solids clogged 

septum and the mechanical system holding the septum in place. Of these 

flow resistances in series only the first, flow through the forming mat, 

is usually considered. Filtration theory is founded upon treating 

this "drainage" as flow through a bed of densely packed solids caused 

by a pressure difference across the solids. Figure 13-6 shows the 

mat forming system in a form amenable to mathematical treatment. 



1 3 - 1 1 

Direction 
U.-*-of flow of 
g slurry 

FIGURE 13-6- SECTION THROUGH FILTER 
SEPTUM AND CAKE SHOWING 
VARIATION OF FLUID PRES
SURE (p) AND COMPRESSIVE 
STRESS (p ) WITH CAKE 
DEPTH* S 

by (8) 
The change i n p r e s s u r e w i t h depth i n the mat or cake i s g i v e n 

IE 
dL 

k n (1 - £ ) 2 ( A p / V p ) 2 

Sc e 
l f i l t 

( 1 3 - 7 ) 

where u is filtrate viscosity, A /V is surface to volume ratio of the 
P P 

solids, and e Is cake porosity. qf±lt is the specific flow rate of 

filtrate through the filter surface. It has the units of velocity; Not

ing that depth can be replaced by the mat formed so that if w is the 

mass of solids deposited per unit area of the filter, 

, k p (A /V r (1 - e) 
^E= P P -
dw 3 q 

S c
 p* e 

filt (13-8) 

Figure taken from reference (8) with the kind permission of 
the publisher. 

^ 'McCabe, W.L., and Smith, J.C., "Unit Operations of Chemical 
Engineering", 2nd Edition, McGraw-Hill (New York, 1967) 



13-12 

where p^ is the density of the sludge cake. Since most of the variables 

in eqn. (13-8) are difficult to measure, they are replaced by a specific 

cake resistance (a) which is the pressure drop required to give a unit 

of flow velocity per unit viscosity for a cake containing a unit mass 

per unit surface of the filter. The specific resistance is normally 

measured by a filter leaf or Buchner funnel 

in terms of the specific resistance becomes 

(1 9) measured by a filter leaf or Buchner funnel test ' . Equation (13-8) 

&• = SUL a (13-9) 
dw g qfilt KX* "; 

°c 

With sewage sludges, a is a function of the cake thickness 

or the pressure difference applied to the cake. The reason for this 

behaviour is that the solids, particularly the organic matter (cell 

debris), in the sludge deform when compressed. Figure 13-6 shows 

the compressive stress.increases as the septum surface is approached. 

Deformation increases with this stress leading to a blinding of the 

filter septum and reduction of cake porosity. Volatile solids content 

of the sludge correlates closely with compressibility. This is illustrated 

by the general rule that primary sludge is more easily filtered than 

biological sludge, while raw sludge filters better than digested sludge. 

Fine matter in sludge hinders filtration and some researchers claim that 

the benefit of elutriation comes partially from stripping out some of 

the fine matter in the sludge. The effect of compression is usually 

expressed through the specific resistance as 

a = a (Ap)S (13-10) 

where Ap is the pressure difference used in the measurement. 

Chemical conditioning is one means of countering the problem 

caused by sludge compressibility. Conditioning enhances sludge dewater-

ing and increases filter loading rates. It is economically attractive 

for most sludges. The action of the chemical flocculants is believed 

to be solids agglomeration. The higher rigidity of the agglomerate 

increases the granular character of the solids thereby resisting better 

the compressive stresses in the cake. 

()Eckenfelder, W.W., and Ford, D.L., "Water Pollution Control", 
Pemberton Press (Austin, Texas, 1970) 
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In Canada the popular chemical conditioning agents are ferric 

chloride, lime and cationic polyelectolytes. Often combinations of 

ferric salts and lime are used to reduce chemical conditioning costs. 

The dual use of anionic and cationic polymers has been very successful 

because of the two basic phenomena thought to be involved with flo-

cculation-charge neutralization and particle bridging (or agglomeration). 

The first function is performed by the cationic materials; the second 

by the anionic materials. Ferric salts are also used together with the 

polymeric agents. 

13.2.2 Modelling. 

Recalling that the objectives of filtration are sludge de-

watering and retention of solids in the sludge, the primary variables 

to be modelled must be sludge moisture and the level of suspended solids 

in the filtrate. Since the filtrate is returned to the fluid side of 

the treatment plant, BOD and nutrient levels should be modelled, 

although, as we have pointed out earlier in this chapter, the filtrate 

flow is small so that an approximate composition is all that is needed. 

For design, the area of filter needed to handle the sludge 

load is of primary interest. This can be calculated from either the 

solids loading or the filtrate loading . The designer also needs 

to know the quantities of chemical conditioning agents required. 

Unfortunately, the vacuum filter theory we considered in the 

previous section is useful only for predicting the load. To maintain 

continuity we will consider, therefore, design models first. 

Equation (13-9) applies only to the mat forming portion of 

the filter cycle. During this portion a mat is built up on the septum 

surface under constant pressure. The buildup is proportional to the 

filtrate collected. Letting qfllt = d ^
Vfiit^Afilt d tf a n d a s s u m i n8 

that a is defined in terms of eqn. (13-10) so that eqn. (13-9) can 

be integrated to give a relation between Ap applied and the mat laid 

down at any time during the forming cycle, the rate at which filtrate 

is collected is given by 
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d , « " - . . v A k L * . _ (l3.u) 
dt f u. (a o A P M o v £ l l t + a ' m A f l l t ) 

/ 
where a ts the filter medium specific resistance. This can be added 

m r 

to a because the resistances are in series and are thus additive. In 

eqn. (13-11), we have substituted w = Vr..^ M /A,.... The steps involved 
tilt o filt.g. 

in obtaining eqn. (13-11) are given in many textbooks . Equation (13-11) 
(9) 

is also used by Eckenfelder and Ford to obtain a loading relation. 
Integrating eqn. (13-H) over the mat forming period gives an expression 

of the form, 

A V2 

t£ = — p + BV f U t (13-12) 

V,., is the filtrate collected in each cycle so that Q,.., , the fil-
filt J ^filt 
trate recovered per unit time is V /t . t is the cycle time. Cycle r filt c c J 

time and forming time are related through the submergence of the drum 

<fsub> 

fsub = V'c (13"13) 

In the filtration of sewage sludges the B V... is usually 

negligible; eqn. (13-12) becomes 

qf., = ( 2 C^P)1"8 SC £«Uh *) (13-14) 
f l l t ^ a p. M t J 

o o c 

In the equation qf<lt. Is the liquid loading in gallons of filtrate per 

day per unit area of the filter; Ap is the vacuum applied. Consistent 

units must be used in eqn. (13-14). Eckenfelder and Ford give an empi

rical form of eqn. (13-14) as a dimensional equation for the solids 
2 

loading in lbs/ft /h: 

in A 1 - s (M /106)m 

MQ qfilt - 35700 (10 ^ ) ^ - — (13-15) 
t 
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The units in eqn. (13-14) are pal for Ap, sec/gm for a , gm/cm - sec 

for M, mg/1. for M and minutes for tf. The exponents m, n, s, 

must be determined experimentally from leaf filter or Buchner funnel 

tests(9>. 

If the amount of liquid in the sludge at the end of the mat 

forming portion of the cycle was known, eqn. (13-12) with t sub

stituted for tf would give an estimate of the dewatering of the sludge 

during the "drying" portion of the cycle. Unfortunately, an analytical 

approach to calculating the cake moisture level does not seem to have 

been pursued. Cake moistures are estimated now through correlations. 
(4) 

Smith has fitted a graphical correlation based on plant data proposed 

by McCarty between cake moisture as a weight fraction (41 . ) and 

the solids concentration in the sludge feed to give 

V . „ = 0.88 (M /10 4)"" 0 , 1 2 3 (13-16) 
moist o 

Burd reports suspended solids in the filtrate range enormously 

from as low as 100 to as high as 20,000 mg/1. Sludges from activated 

sludge units, particularly after digestion, contain relatively large 

amounts of fine solids and show high solids levels in the filtrate. In 

the absence of further data, we are reduced to using a retention factor 

for a solids concentration model. Let the retention factor (̂,.- ) be 

the fraction of solids in the filter feed retained in the cake, the 

solids concentration in the filtrate is then 

Me " <X ~ W Mo T (13"17) 

^e 

If we assume that all classes of solids (BOD, nutrients) are 

retained in the same fraction as the total solids, and that the composition 

of the liquid portion of the sludge is not changed, eqns. (13-16) and 

(13-17) provide the basis for simulation of a vacuum filter. The rate 

of sludge production per day is given by 

w _ 8 - 3 4 M o Q 0 r y f u t N (13-18) 
fit (1 - 10~6 M ) 4 1 - V , ̂  v o moist 

(-
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if Q is MSD(U.S.) and M is the total solids concentration in the 

sludge in mg/l. The filtrate flow rate will be approximately 

(106 (1 - t , „) " • • , M ) 
Q = Q -L—J !a^L£l molst ° (13-19) 
6 ° (10 (1 - lit , ) - * . M ) Vi v ^moist' Ymoist e' 

As a first approximation, M can be set to zero in eqn. (13~19). The 

filtrate flow obtained can be used to calculate M through eqn. (13-17) 

and this value may be substituted into eqn, (13-19) to refine the esti

mate of Q . 
xe 

Conditioning chemicals required will depend on the dosage rate. 

Usually this rate will be determined from pilot or bench scale filtration 

tests. Dosages as weights percent-of dry sludge are usually expressed as 

w = a (^p) + b (̂ ) (13-?0) 
o i 

where M, is the volatile suspended solids concentration in the sludge 

and M. is the inert matter in the sludge. If ferric chloride is used 
(4 ) (5) 

as the conditioning agent alone, Smith ' and Imhoff and Fair quoting 

Genter ' give a = 108 and b = 2. If ferric chloride and lime are 

used together, the ferric chloride dosage is reduced by a factor of 3. 

This results probably by using lime to meet the alkalinity demand of the 

sludge. Data quoted by Burd suggest that the polymer dosage is about 5 

to 10% of the ferric chloride dose. 
13.2.3 Design 

The primary design parameter (DP)1 for a vacuum filter installation 

is conventionally the solids loading. Burd suggests a design loading of 
2 

3.5 lbs/ft /h but mentions this is conservative and that a rule of thumb 

is to use the Z solids in the feed sludge for (DP) . This rule would give 
2 

loadings between 2 and 10 lbs/ft /h. The low values represent filtration of 

fresh and digested activated sludge; the high values are typical for raw 

primary sludge. 

Genter, A.L., "Computing Coagulent Requirements in Sludge 
Conditioning", Trans. Am. Soc. Civil Engrs., 71, 307 (1945) 
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A preferred design procedure would utilize either eqns.(13-14) 

or (13-15) together with bench scale filtration data. When this procedure 

is premissible under design codes, the design parameters become drum sub

mergence, cycle time and vacuum. Ranges normally encountered for these 

parameters were listed at the beginning of this section. 

Secondary design parameters are detention times in sludge 

conditioning tanks, agitation in sludge pans, and holdup in chemicals 

mixing facilities. Once drum area is chosen, the design of the rest 

of the filter installation is fixed as these are designed as functions 

of total filter area. 

Burd summerizes performance information gathered from many 

sources in Table 13-1. This table serves as a design guide. The table 

shows that activated sludges are much more difficult to filter than 

are primary sludges. Trickling filter sludges (which are not shown 

in the table) behave much like primary sludges. 

TABLE 13-1. VACUUM FILTER PERFORMANCE^ 

Conditioning Chemical Solids Cake 
Dosage (Wt. 7,) Loading Moisture 

Ferric Chloride Lime Polymer (lbs/ft2/h) (wt. %) 

2 9 7 69 

0.2 to 1.2 6 to 20 63 to 72 

4 12 7 73 

0.2 to 1.5 4 to 15 66 to 74 

Type of Sludge 

Raw Primary 

Digested Primary 

Raw Primary + Acti
vated Sludge 

Digested Primary + 
Activated Sludge 

3.5 

2.5 

5.5 

8.5 

10 

19 

0.5 to 2.0 

7.5 69 

4.5 78 

4 78 

4 to 8 68 to 76 

4 79 Elutriated Digested 
Primary + Activated 
Sludge 

Elutriated Digested 
Primary 
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13.3 Centrifugation 

o It is widely claimed that centrifuges will eventually replace 

vacuum filters as the preferred means of sludge dewatering. A number of 

units have been installed in Ontario in the last few years. The advan

tages of centrifuges over vacuum filter are said to be lower capital cost, 

simplicity of operation, lack of odor problems associated with vacuum fil

ters and the ability to dewater difficult sludges without an inordinate 

use of chemicals. 

From a modelling standpoint, centrifugation is difficult to 

handle. Theory and relationships have been developed for basket type 

centrifuges, but these have poor solids retention and are not widely 

used. Most installations employ horizontal, cylindrical-conical, solid 

bowl machines. A quantitative theory, suitable for building models, does 

not seem to have been developed for this type of machine. Consequently, 

we will offer a crude model based on the interpretation of performance 

data. 

13.3.1 Operation. 

The principle of all types of centrifuges is that forces arising 

from density difference in a dispersed system, which cause higher density 

matter to settle under gravity, can be enormously increased by subjecting 

the system to high angular velocities. The force in this case is centri

fugal rather than gravitational. Applied to a sewage sludge, the angular 

velocity causes the denser suspended matter to collect at the bowl wall, 

furthest removed from the centrifuge axis, while the less dense clarified 

liquor is held at the surface of the solids closer to the axis. Various 

types of machines use different techniques to separate solids and liquids. 

All machines share a common feature; the drainage of liquid from the 

solids before these are discharged. 

Figure 13-7 shows a schematic diagram of a horizontal, cylindri

cal-conical solid bowl machine produced by the Sharpies company. The 

operation is more easily followed in Figure 13-8 which shows also some of 

the terminology used. In this type of machine sludge is fed through a 

stationary feed tube placed along the centerline of the bowl through the 
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hub of the screw conveyor. The screw conveyor is mounted inside the rota

ting conical bowl. It rotates at a slightly lower speed than the bowl. 

Sludge leaves the end of the feed tube, passes through the ports in the 

conveyor shaft, and is distributed to the periphery of the bowl. Solids 

settle through the liquid pool, are compacted by centrifugal force against 

the walls of the bowl, and are conveyed by the screw conveyor to the dry

ing or beach area of the bowl. The beach area is an inclined section of 

Operation M k««it««UI SuMr*D-Cant*r c«Mlfriyg«« 

FIGURE 1 3 - 7 . DIAGRAM OF THE SHARPLES SUPER-D-CANTER CENTRIFUGE 
INDICATING MEANS OF LIQUID SOLIDS SEPARATION* 

Figure taken from reference (1). 



13-20 

the bowl where dewaterlng occurs before the solids are discharged. 

Centrate is discharged continously over adjustable weirs and the opposite 

end of the bowl. The setting of the weirs control the pool volume. 

D6WATERSD SOLIDS 
DISCHARGE 

FIGURE 13-8. SCHEMATIC OF A CONTINUOUS FEED HORIZONTAL, CONICAL, 
SOLID BOWL CENTRIFUGE* 

The performance of a centrifuge depends, of course, on 

sludge characteristics and chemical conditioning. It also depends upon 

the speed of rotation, sludge throughput, and the pool depth as well as 

the specific design of the unit. The main problem of centrifugation is 

poor recovery of solids. This recovery can be as low as 50% and centrates 

containing solids levels from 10,000 to 40,000 mg/1. are common. Poly

meric flocculents in the range of 0.5% by weight are added to reduce 

solids loss. Although expensive, the increase in retention achieved is 

remarkable. 

13.3.2 Modelling. 

Modelling requirements for centrifugation are essentially the 

same as those for vacuum filtration as might be expected. Cake moisture 

and solids levels in the centrate are of primary interest. Since machines 

are purchased as units, design consists of selecting the type and size of 

machine required. Selection is based on bench scale tests which indicate 

capacity. 

Figure taken from reference (2). 
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Using graphical summaries of performance data obtained with raw 

and biological sludges, the fractional recovery of solids (* ) in a 

horizontal, cylindrical-conical solid bowl machine is given by 

n 
m $ = a + b £- hm . (13-21) 

Tcent Q pool v ' 

Without polymer a = 0.7, n = \ and m *= 0.9. The constant b is 

much less than one. Adding polymeric flocculents raises a to about 0.8 

and increases b. The fraction moisture as weight percent (i|t . ) is 

given by 

1 - * , ,. = a' + b ' &-£- (13-22) 
Ymoist h 

where a = 0.2 and the exponent p on the feed rate is less than one. 

13.4 Drying Beds 

Once the predominant method of sludge dewatering in Canada, 

drying beds are losing favor because of the switch to the disposal of 

liquid sludges on the land. 7.n large urban treatment plants, beds have 

been replaced by mechanical dewatering devices because of odor problems, 

the demand for land for plant expansion, and the cost associated with 

lifting the sludge for ultimate disposal. Enough units still operate in 

Canada to justify considering models for the operation. 

Modelling of drying beds is confounded by the lack of perfor

mance data suitable for correlation or analysis. We must be satisfied, 

therefore, with very crude models for this process unit. 

Drying beds are usually constructed of 4 to 9 inches of sand 

(0.3 to 1.2 mm.) supported by 8 to 18 inches of graded gravel or crushed 

stone (1/8 to 1 inch). Width of the beds varies depending on the 

method used for lifting the sludge, while their lengths are seldom much 

over 50 feet. Drainage from the beds is collected by tile underdrains 

spaced 8 to 20 feet apart with a slope somewhat greater than 170. 
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Sludge is pumped onto the beds, usually at one end to an average 

depth of from 6 to 12 inches and allowed to stand until it can be readily 

lifted. The time required depends on both sludge type and characteristics, 

and on climatic conditions. Loading depth and chemical conditioning is 

also important. MacLaren reports a digested sludge can be dewatered 

to 55% moisture by weight in about 6 weeks under Canadian conditions. 

Sludge cake, however, can be lifted from a bed at higher moisture contents than 

this. Front end loaders are now being widely used for cake lifting. 

Drying beds are limited effectively to digested sludges because 

of the odor, insect nuisance and the poor drying characteristics of raw 

sludge. 

Dewatering of sludges on drying beds occurs by drainage of water 

from the sludge through the sand bed into the drainage collectors and 

evaporation of water from the surface of the sludge. Drainage is substan

tially complete in from 1 to 3 days and leaves a cake containing 75 to 857<> 

moisture. The latter is consistant with an estimate that 60% of the water 

in a sludge is "free" and therefore drainable, while 357, is capillary or 

occluded water . Only 57, is chemically bound. 

Drying of the sludge follows and it is a considerably slower 

process. Two to five weeks are normally required depending on climate. 

Drying rates in summer can be 3 fold winter rates. Initially drying is 

controlled by evaporation of water from the surface of the sludge. The 

rate depends on temperature, air humidity, wind and is relatively con

stant. As drying continues further, transport of water through the sludge 

to the air surfaces controls the drying rate which falls with time until 

an equilibrium level is reached. Figure 13-9 illustrates the drying be

haviour. The equilibrium level will depend on the balance of evaporation 

and rainfall. Sludge beds in Canada now are not usually covered so pre

cipitation must be considered. Cracks open up in the sludge cake surface 

during the constant rate drying period. These cracks accelerate evapora

tion and enhance drainage of rainfall. 
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Si 
2 X 

Constant Rote 

ittcal Moisture Content 

Falling Rote 

Equibriuro Moisture Content 

FIGURE 13-9. PHASES OF SLUDGE 
DRYING 

Drainage collected from drying beds is relatively free from sus

pended solids and is often diluted by rain water. 

Modelling of drying beds must be concerned with cake moisture on 

lifting, drainage recovered and the concentration of BOD and nutrients 

dissolved in the drainage. 

If 0 r a i n
 is t n e ratio of the mean inches of rain fall collec

ted annually to the inches/sq. foot of undiluted drainage, the drainage flow is 

10"6 M Q • , , 
Q. = <L U +*„,J (1 , ° . ; m°iSt) (13-23) 'rain' 1 - * 

moist 

The cake moisture in the relation must be specified. The BOD concentra

tion in the drainage will be 

1 + <b rain 
(13-24) 

and all other soluble species will follow this equation. Suspended solids 

concentrations can be assumed to be negligible. The weight of sludge pro

duced (W, ) is given by eqn. (13-18) if f̂"li- *s r ePl a c e d by one« 

Eqn. (13-20) models the conditioning chemical demand. Alum and polymeric 

flocculating agents are widely used. As a guide,about 1 lb. of alum is 

recommended for each 100 gallons (U.S.) of sludge, polymer requirement is 

about 1/3 of this amount. Conditioning chemicals cut the drying time"by 

about one half if used in auffieieat quHtrtrities. 



13-24 

The design parameter for drying beds is sq. feet of bed per capita 

or sludge loading as lbs. of dry solid/sq. feet of bed/year. Eckenfelder 

and O'Connor give the following values for sludge loading : 

Loading 
lbs, dry solids/sq. ft./yr. 

Digested primary Sludge 28 

Digested Primary + Activated Sludge 15 

Digested Primary + Trickling Filter 22 
Sludge 

13.5 Incineration 

Although incineration of municipal sludge is used in only a few 

places in Canada, it could become much more wide spread if restrictions on 

land spreading increase sufficiently to discourage the spreading alterna

tive. For our discussion, we will make extensive use of Report 17070 

EBP 07/71 of the U.S. Environmental Protection Agency which deals with 

computerized design of the multiple hearth type of incinerator 

13.5.1 Operation and Theory of Incinerators. 

The primary objective of incineration is volume reduction. A 

secondary one is sterilization of the waste solids. 

Most incinerators are of the multiple hearth type shown in 

Figure 13-10. The unit consists of a number of circular hearths stacked 

one above the other in a refractory lined, cylindrical shell. Arms, known 

as rabble arms, are attached to a rotating central shaft and serve to 

distribute the sludge across each hearth and to move it to the next hearth 

below. The sludge is swept alternatively inwardly on one hearth and outward

ly on the next. 

Air for combustion is mainly recycled cooling air, but some air 

can be drawn through ports at the bottom of the furnace. The cooling air, 

is supplied by a blower and passes up through the hollow central shaft 

where it cools the moving equipment and is preheated at the same time. 

^ ^Unterberg W., Sherwood, R.J. and Schneider, G.R., "Compu
terized Design and Cost Estimation for Multiple-Hearth Sludge Incinerat
ors", Report 17070 EBP 07/71, Water Pollution Control Research Series, 
U.S. Environmental Protection Agency, U.S. Government Printing Office 
(Washington, D.C.,1971) 
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ASH PUMP 'ASM HOPPER 
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FIGURE 13-10. SCHEMATIC DIAGRAM OF A MULTIPLE HEARTH 
INCINERATOR SHOWING OPERATION* 

About 300 lbs. of air are used for 100 lbs. of wet sludge, this includes 

excess air. 

The incinerator proper operates in roughly three zones. The 

upper hearths preheat and dry the sludge which enters on the average with 

about 75% moisture by weight. The gases cool to about 500 F and sludges 

reach about 50% moisture. The middle hearth serve as a combustion zone. 

Sludge with less than 50% moisture ignites. Temperatures will reach about 

1400 to 1600°F in this zone. The final zone consisting of the bottom 

hearths cools the ash and preheats the air. 

Combustion, on the average, generates about 390 lbs. of flue gas 

Figure taken from reference (2). 
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per 100 lbs. of wet sludge along with 10 lbs. of ash. The off gases in 

some designs will pass into an economizer (air preheater) before going 

to a wet scrubber. The scrubber knocks out fly ash and reduces odors. 

In Figure 13-10, the scrubber wash is mixed with the ash. The slurried 

ash is then settled and the wet ash goes to land fill. The decant liquor 

Is recycled back to the liquid side of the treatment plant. 

In the last few years a fluidized bed incinerator 

has been developed and a number of installations of this type of device 

have been made in the United States. In the device, the multiple hearths 

are replaced by a bed of sand supported on a distributing plate. Air 

passing through the plate suspends the sand particles and keeps them 

violently agitated giving the bed a "fluid" character (hence the name 

fluidized bed). This type of incinerator is illustrated in Figure 13-11. 

SIGHT CLASS 

BXKAUST 

PREHEAT BURNER 

THERMOCOUPLE 

PRESSURE TAP. 

ACCESS COO] 

SLUDGE INLET 

"J FLUIDIZINO AIR 
HH INLET 

FIGURE 1 3 - 1 1 . SCHEMATIC DIAGRAM OF A FLUIDIZED 
BED INCINERATOR''' 

"Figure taken from reference (2) 
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As shown in the figure, sludge is injected directly into the sand bed. 

The ash formed is blown over and taken out of the off gas by cyclones 

and scrubbing. 

Heat recovery in the incinerator is poorer than that achieved 

in multiple hearth units so that either auxiliary fuel or dryer feed 

sludge is required. 

From a modelling stand point, the two types of incinerators are 

sufficiently alike so that models developed for multiple hearth incinerators 

will be applicable to the fluidized bed device for the most part. 

13.5.2 Modelling. 

A waste treatment system is virtually independent of the in

cinerator because the scrubber wash water returned to the plant from the 

unit is a very small stream when compared with the sewage flow, if, in

deed, any is returned. Simulation, therefore, is not an important appli

cation of modelling. Most incinerator modelling is centered on design. 

Design models should give the amount of ash produced, the flow 

of off gas leaving the unit, the amount of air required as well as the 

diameter of the hearth. Once the size is specified, the internal design 

of the incinerator, is effectively determined since the units are stand

ardized. The temperatures of flue gas, off gas leaving the scrubber and 

the ash temperature are design parameters. In simulation, on the other 

hand, these temperatures are usually calculated along with the ash produced 

and the off gas flows. The amount of scrubber wash water recovered and 

the BOD and nutrients level in the wash water are also desirable. 

Since design is a more important application than simulation 

for incinerator models, we will develop the relations assuming a design 

situation. The relations, however, will be useful for both design and 

simulation. 

Let W be the weight of sludge to be fed to an incinerator per 

unit of time (lbs/hr.), the weight of air (W ) can be obtained by a 

material balance assuming complete combustion of all the volatile matter 

in the sludge: 

Wa±r - 4.3 (1 f Vxa±r) W % s (2.66 fc + 8fR + f^ - f ) (13-25) 
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In the above equa t ion i|r i s the excess a i r (as a f r a c t i o n of the 
M x a i r 

s t o i c h i o m e t r i c a i r ) r e q u i r e d , whi le i|i „ i s the weight f r a c t i o n of v o l a 

t i l e mat te r in the s ludge on a dry b a s i s and f , f , f , f_ a re 

C n J U Urt 

weight f r a c t i o n s of the carbon, hydrogen, su l fu r and oxygen in the s ludge , 

again on a dry b a s i s . Combustion r e s u l t s in a f l u e gas ; the weight of 

the major components of t h i s gas w i l l be: 
WC02

 = ~W ( 3 ' 6 ? *VS fC + ° ' 4 4 decomp W c ^ ^ - 2 6 ) 

/ 
W„ n = W (* < _ + 9 * , • fu + .254 * * 

H„0 

\ 

»so2 

= 

= 

0.233 • . xair 
1 + *xair 

2 *VS fSu W 

air 

moist yVS H ' decomp TFe(0H)~ 

+ ° - 3 4 6 decomp • A 1 ( 0 H ) 3 >
 ( 1 3 ~ 2 7 ) 

(13-28) 

(13-29-) 

In these equations, <(>, represents the fractional decomposition of 
decomp ' 

the various chemical agents, while V is their weight fraction in the 
dry sludge. Unterberg et al. suggest some average values for the 
various parameters used in the above equations: I* =0.75, f . _ = 0.75, r n VS moist 
* . ranges from 0.5 to 1.5 with a mean value of 0.75. Elemental weight 

fractions depend on the sludge, but again average values are f = 0.55, 

fu = 0.06, f_ - 0.35, f„ m 0.03 and f0 - 0.01. n U» a bu 

The heat supplied (q ) by the combustion of the sludge is rr v^sup' J 

T , cair 
q = AH * W + f . W . f (c ) dT ^sup c VS cair air J_ p air 

o 

T (1 - f . ) W . f (c ) , dT (13-30) 
% c a i r 7 a i r J p ' a i r v ' 

o 
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where AH is the heat of combustion of the sludge, f is the 
c 6 ' cair 

fraction of the cooling air sent through the center shaft of the incinera
tor which is cycled back for combustion, and T . is the temperature 

J cair 

at which the cooling air emerges from the shaft (see Figure 13-10). The 

heat required (q ) is given by 

<I = ( l - •„«,) W c . (T . - T ) 
^req VS ash ash o 

+ W • 4 fc l~
cn (212-T ) + 970 + I* c dT 1 

«>ist L w ° J 212 PW -> 

T 
+ 0.076 Q , f C r (c ) . dT xcair J p 'a i r 

T o 

+ wT761 0. •_ „_ + 225 0.' •_ ,_„. j_ ^decomp CaC0_ decomp Fe(OH)., 

+ 381 <t>" tA1/riux 1 + h A . (T . - T . ) 
decomp A1(0H)_ J r xsurf xsurf amb '3 

T 
+ H . f f g (c ) , dT + 1048 Wu (13-31) 

1
 J T P *• H ? 0 'T v 20 

o 

In this long equation, c and .c are the specific heats of the ash 
£is n w 

and water, while Q . is the volume of cooling air fed to the center 
xcair 

shaft. T,- is the flue gas temperature leaving the top hearth; T ., 
fg o r o r XSUrf 

T , T and T are the temperatures of the external surface of the 
ash amb o 

incinerator, ash leaving the bottom hearth, ambiant surroundings and the 

feed sludge respectively. 
The heat of combustion of the sludge is given by 

1 - * . t 
AH = 100 a , m° l s- • ab (13-32) 

c vvs 

where a = 131 and b = 10 for raw or digested primary sludge and 

a = 107 and b = 5 for raw activated sludge. Q . is about 36 SCFM/ 
csir 
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ton of wet sludge per day, while f is normally about 0.7. 

The exit temperature of the cooling air T , , T . and T, 
6 cair ash fg 

are design parameters. T . is usually in the range of-215 to 375 F 
with an average value of 325 F. T . ranges from 150 to 850 F depen-

asn 
ding somewhat on f . . A standard choice is 400 F. The flue gas tem-° cair ° 
perature can be as low as 500 F or reach 1100 F. Often a value of 800 F 

will be chosen. Other design parameters are ilr . and f . . 
° xair cair 

If q = q , all the design parameters have been chosen 
^sup req ° r 

correctly. However, if q > q the parameters are inconsistant. J ^sup ^req 
Usually a higher ilf . will be chosen because this insures more complete J & Txair v 

combustion. On the other hand, if q < q , auxiliary fuel must 
^sup req 

be burn t to reach the design l e v e l of T f . 

The fuel requirements a r e e a s i e s t to c a l c u l a t e by determining 

s p e c i f i c r a t e s , t h a t i s weight per weight ( l b . per l b . ) of fue l . 

< i r - * - 3 < 2 ' 6 6 f ' C
 + 8 f H + fSu " f02> ( 1 3 ' 3 3 > 

w/co2
 = 3 ' 6 7 fc * ( 1 3 - 3 4 ) 

W ' H 2 0 * 9 fH ( 1 3 - 3 5 > 

W ' N
 = fN + ° ' 7 6 7 W ' a i r ( 1 3 ~ 3 6 > 

W ' s 0 2
 = 2 fSu < 1 3 - 3 7 > 

The fuel required (W,. , ) i s based ,on the ne t heat a v a i l a b l e 
^ fuel 

from the fuel T f 

^Hfuel " ^ ^ i J T ^ V / 1 4 - 1 0 4 8 " ^ ) 
w . ° i £— (13-38) 

fuel 

Then, the a u x i l i a r y a i r required (excess i s not usua l ly used) i s 
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W . ' = w ' . W£ , (13-39) 
a i r a i r fuel 

For each of the components in the f l u e g a s , the t o t a l weight produced i s 

W i = W i + W i W f u e l ( 1 3 - 4 0 ) 

where i i s COp, H.O, 0 - , N„ and SO- s u c c e s s i v e l y . The volumet r ic flow 

r a t e i s 
, (T + 460) 

%. = l0-73 wi u S t r r r (13"41) 
1 ^ i Pat. 

where P ^ is the atmospheric pressure at the location, 
atm r v 

Different fuels can be used. Unterberg gives the following 

values: 

uel Oil 

19,000 

0.86 

0.11 

--

Natural Gas 

21,000 

0.67 

0.22 

0.01 

Digester Gas 

12,000 

0.50 

0.12 

0.38 

A H fuel < B t u / l b > 
fC 
fH 

\ 
fN - 0 .10 

fSu 0.03 

Design of the scrubber depends on the o p e r a t i o n . If odor remo

val i s not a problem, the sc rubber may ope ra t e wi th j u s t enough water 

make up to allow for s a t u r a t i o n of the scrubber off g a s . Otherwise, add i 

t i o n a l water w i l l be added as a d i r e c t funct ion of the s ludge feed r a t e to 

the i n c i n e r a t o r . The off gas flow r a t e l eav ing the scrubber w i l l be 

< = <E W i " WH20> V s a t <13~42> 

where v i s the s p e c i f i c volume of humid a i r a t 100% humidity 
s a t r 

p T + 460 
v s a t = 1 0 ' 7 3 ( 1 + n ' " - ' "D ) ( ~> ) ( 1 3 _ 4 3 ) 

s a t Patm PW £ Q. (MM) . 

E Q i " Q'H2O 
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where T is the exi t temperature from the scrubber. This is a design 

parameter and i t is usually se t a t about 175 F. The water fed to the 

scrubber wi l l be given by 

pM ? < • V 

V- ' v w +18 (w?? ^ w, (13-44) 

The volumetric flow (gals/hr) Q . , will be 
° scrub 

Q . = 0.12 W . (13-45) 
scrub scrub 

Only the fraction vW/W , will be recovered and returned to the treat-J scrub 

ment plant. No information seems to be available on how the BOD and- sus

pended solids level in this return stream depend on incinerator and scrub

ber operation. 

The hearth area required in an incinerator has been developed 

from a correlation of hearth loading. The correlation indicates the 

loading is about 2 lbs. of dry solid/hr./sq. feet of hearth-area. The 

actual size depends on the operating factor for the incinerator. Unter-

berg et al. discuss this question and further details of incinerator 

design. 
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A USER'S MANUAL FOR SEPSIM 

A.1 Introduction 

The purpose of this manual is to assist you in applying SEPSIM 

to your process system. Following this brief introduction to process 

applications of executive computer programs, we will deal with the opera

tion of the Executive, discuss steps involved in formulating your process 

system for SEPSIM and finally we will examine data preparation for the 

program. 

Information on the effect of equipment or feed stream changes on 

process performance is useful for many engineering purposes. This type of 

information is the result of simulation. Simulation presumes a process 

arrangement, equipment sizes, operating conditions, and feed stream flows 

and compositions. It provides the flows and compositions of product 

streams or indeed any stream in the process. Design, on the other hand, 

seeks the type, operation and size of equipment to achieve a specified 

product when the feed streams are known. Design and simulation are related 

in many ways. Both can make use of the same models. Both are amenable to 

handling by computer. Design may be handled by successive simulation in 

which equipment type and size are varied until the overall performance is 

achieved. Usually, however, design is carried out by selecting criteria 

for each unit of the process and sizing the unit directly from these cri

teria, using simulation to check on the results. 

A process consists of units and a network which represents the 

arrangement and interconnection of the individual units. Units operate 

to change the compositions, conditions and flow in the network streams. 

They may be considered as information modifiers acting on the information 

content of the streams. The information content in this terminology, is 

the composition of a stream, its temperature and pressure and its flow. 

Process simulation or computer-aided design, therefore, must provide a 

means of encoding for the computer the information content, the modifying 

action of individual process units, and the network. 

The "modifying action" of process units is encoded by computer 

models for different types of units. A model for a unit is a mathematical 

statement of the properties of unit output streams in terms of the proper

ties of unit input streams, expressed in language which can be processed 

by a computer. We will refer to such models as process model subroutines. 
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"Simulation", as it concerns us here, denotes a special way to 

find the properties of the streams in the process when the process units 

are operating at steady-state, for given process unit parameters and con

stant inputs to the system. Therefore the mathematical models for the pro

cess units need not be valid for dynamic, but only for steady state, opera

tion. Starting with initial estimates for the properties of the streams, 

provided by the user, a simulation program repeatedly modifies this infor

mation by applying the mathematical process models to it, in the order 

determined by the process network information provided by the user, until 

the stream properties no longer vary outside of tolerances provided by the 

user. This is analogous to solving a large set of simultaneous equations 

by iteration. Usually the solution converges easily, but in some cases 

the user must try different initial estimates and process model calcula

tion sequences to obtain convergence within the desired tolerance. 

As the properties of the streams change from their initial esti

mates to their final steady-state values, they appear to describe some 

dynamic behaviour; but of course this is not a valid interpretation unless 

the mathematical models are valid for dynamic processes and some method 

is incorporated for measuring the passage of time. The simulation of 

dynamic behaviour is outside the scope of this manual. 

The best sequence for the process models to be applied to the 

process stream information is usually similar to the path of material as 

it flows through the process network. Where a feedback loop occurs, cal

culations should proceed around the loop repeatedly until it attains 

steady state. Where nested loops occur, the inner ones should be brought 

to steady state before the outer ones. Where parallel paths occur, calcu

lations should alternate between one path and the other, this being a com

promise between the actual flow and the sequential nature of computation. 

When the end of the process is reached, calculations should start again 

at the beginning of the first feedback loop in order to converge further 

upon the steady-state stream properties: thus we think of an imaginary 

feedback loop going from the process' end to its beginning. So long as 

this outside loop is used, satisfactory convergence is often obtained even 

if the process models are applied in any arbitrary sequence. 

The process network is therefore encoded in the simulation for 

two pusposes: to relate the inputs and outputs of different units, and 
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to determine the sequence in which the process models are applied to the 

stream information. 

Two quite different ways can be used to encode the process net

work. The first of these is to use directed G0 T<A statements which would 

link the models together so as to actually reproduce the network in the 

logic of the computer program. A separate program would have to be written 

for each process. Developing a design or simulation program for a complex 

network would be a time consuming and costly exercise. Thus, this first 

approach is not widely used. 

The second way of handling the network is to encode it in a mat

rix which can be read in to simulation or design programs as data. This 

approach is basically modular and leads to an executive program which 

reads in the network and other information needed in the job, orders calcu

lations, calls in subroutines to perform the computations, and prints out 

the results. The matrix used to encode the network is commonly called, 

appropriately, the process matrix. 

SEPSIM is an executive program of the character just described. 

It reads in parameters of the models used; compositions, conditions and 

flows of input streams, convergence tolerances for iterative calculations, 

and a process matrix of course. SEPSIM performs no network analysis nor 

does it attempt to optimize the calculation sequence. These functions, 

often found in executive programs, were omitted to keep the program a 

reasonable size and to leave this instructive task to students. SEPSIM, 

after all, was originally developed as an educational tool. 

Of course, SEPSIM is but one of a number of executives available. 

All have the same objective of simplifying the engineer's effort in simu

lation or in design by reducing the programming required and by organizing 

the computation algorithms. SEPSIM differs from other executives because 

of its simple way of arranging computations. Advantages of SEPSIM come 

from its brevity and simplicity. It may be employed for many process 

systems with computers of just modest core capacity without resorting to 

overlays. Input of information is logical and simple so as to minimize 

the curse of input "bugs". Similarly, the output is complete and well 

ordered. Information printed is identified. Input data is printed along 

with the output to facilitiate the latter's use. Finally, the structure 
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of the Executive is simple so that it may be easily altered to meet spe

cial needs. 

SEPSIM is by no means a static development. There are two basic 

versions of the Executive currently offered, both performing the same task: 

WATFIV version - for use only on computer systems with a WATFIV Fortran 

IV processor, this version uses WATFIV extensions to 

the Fortran language, resulting in slightly easier use 

than would otherwise be possible. 

Standard version - for use on computer systems with any Fortran IV pro

cessor, this version uses the American standardized 

Fortran language (USASI or ANSI Fortran). 

The WATFIV version is customarily preferred on systems where it can be 

used. The Standard version was developed to permit more widespread use 

of SEPSIM. It is at least as efficient as the WATFIV version, but requires 

slightly more effort to understand, owing to its more intricate use of the 

standard Fortran statements. Due to its more widespread use, the Standard 

version of SEPSIM receives more attention for new improvements than the 

WATFIV version. Thus, for example, the input/output operations of the 

two versions are quite different. 

As a user, you may wish to change one of these versions of the 

Executive to adapt it to your special needs. To assist you in doing this, 

comprehensive documentation has been built into the Executive, but further, 

a listing of the current versions and a logical flow diagram for the pro

gram are included in this manual. 

Either version of the SEPSIM executive, is very efficient in 

terms of computer time and storage. The "object program" requires only 

about 20K for storage, and with present dimensions the arrays require 

about 10K. Typical waste treatment processes, consisting of 6 process 

units,*require an additional 10K for process subroutine storage, and exe

cute in under one second on an IBM 360. 

A.2 Structure And Operation (WATFIV Version) 

A.2.1 General; 

An understanding of how the Executive operates can assist you in 

mastering data required for a SEPSIM run and how it must be organized. A 

thorough understanding is essential if the Executive is to be altered. 
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SEPSIM is a modular executive program and it consists of the 

following components: 

Mainline Program -

a) reads in data 

b) relates units to appropriate model subroutines 

c) initiates calculations 

d) identifies recycle (or feedback) in networks and sets up 

iterative calculations 

e) orders sequence of calculations 

f) tests for convergence of iterative calculations 

g) transfers information to and from storage 

h) determines when calculations are complete 

i) calls other SEPSIM components. 

N0MEN Subroutine -

Sole function is to set up model subroutine names in a vector 

used by the mainline program to relate process units with models. 

SELECT Subroutine -

This is a calling subroutine which calls model subroutines when 

they are required for computations by the mainline program. 

RPRINT Subroutine -

a) reads in definitions of the abbreviations used in output 

printing 

b) prints well formatted results, a portion of the input data 

and the list of definitions in a). 

Model Subroutines -

Subroutines for all the models named in the calling statements 

in SELECT are provided...these are not usable process subroutines, 

but so-called "dummies" required by programming technicalities. 

The N0MEN and SELECT subroutines were built into SEPSIM as sub

programs to permit different numbers of model subroutines to be used as 

well as to allow different names to be employed without reprogramming the 

mainline part of SEPSIM. N0MEN splits out the last three alphanumeric 

characters in the model names and places these in the vector NAME (I). This 

vector is used by the mainline program to give a model subroutine index to 

each unit in the process network under study. 
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SELECT, as the listing in section A.6 shows, starts with a com

puted Gj) T0 statement which sets up the calling of specific model sub

routines. The index, NDX, which is defined in the mainline program just 

before SELECT is called is used in the computed G0 T0 statement so that it 

functionally selects the model subroutine to be used. 

SELECT and N0MEN have provision for 50 subroutine names in the 

current version; however, only 42 are actually used. The number of model 

subroutines is controlled by the dimension statements, but any change in 

dimension will necessitate changes in SELECT and N0MEN. New names can be 

introduced or names replaced by adding the name to the N0MEN INTEGER state

ment and adding a call statement to SELECT or, if a replacement is involved, 

replacing names in the INTEGER and in the SELECT CALL statements. This is 

discussed in detail in Section A.4.5. 

Since users may want to set up output printing to satisfy their 

special requirements, the printing function has been separated from the 

mainline program. A user may write his own RPRINT subroutine, employ the 

RPRINT furnished with SEPSIM or modify it to suit his needs. 

The RPRINT subroutine currently used with SEPSIM prints out all 

of the stream information and the equipment parameters at the end of the 

simulation. These matrices will contain normally all the results sought 

for in a simulation or design. As you can see from the sample print-out 

in section A.6, the components in the stream matrix are identified by a 

suitable abbreviation. Similarly, the parameters in the equipment matrix 

are also identified. To assist the location of streams the process matrix 

is also printed out. This matrix is, of course, part of the input data. 

A list of definitions of the abbreviations used in the print-out 

(or any other documentation) can be placed at the head of the print-out 

sheet if the user wishes. The user must submit this documentation at the 

end of his input data. RPRINT reads these definitions after it is called 

and prints them out immediately. RPRINT will function without the list so 

that the inclusion of definitions in the print-out is a user option. We 

recommend use of the option because it contributes appreciably to the 

comprehension of the print-out. 

Whenever a process model subroutine is actually required for a 

simulation, it must be made to replace the dummy subroutine of the same 

name provided by the executive. 
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A.2.2 Important Arrays: 

Simulation and design frequently requires large amounts of infor

mation. The information must be stored and must be readily accessible to 

the various subroutines which form the modular executive. SEPSIM meets 

these requirements by providing storage blocks in core through a COMMON 

statement. The user does not have to dimension this storage, but he can 

change block size by altering the DIMENSION statements. The storage 

blocks are: 

(a) Stream Matrix - SN (75,25) 

Every stream in the process network is represented by a row 

in the SN matrix. The DIMENSION statements in the current ver

sion allow for networks of up to 75 streams. The columns can 

be used to represent any information about the streams that the 

user may like, with the exceptions that column 1 must contain the 

stream number (this number designates a specific stream in the 

network) and that column 2 should be left blank. The column 

dimension of 25 thus permits up to 23 entries for each stream. 

One possible way to use these entries is shown in Table 1. 

Column use is referred to as the stream information or property 

vector. The vector used in the WATCRAP waste treatment plant 

simulations is shown in Table A-l. Notice that the vector con

tains the flow rate, concentrations carried by the stream and 

the condition (Temperature). Properties such as enthalpy or 

density could also be included. 

(b) Equipment Matrix - EN (20,20) 

Every unit in the process network (with the exception of 

Dummy units) is represented by a subroutine performing calcula

tions required for the unit. Likewise, each process unit has a 

corresponding row in the EN matrix containing all the equipment 

dependent parameters needed or produced by the subroutine. Such 

parameters would be vessel dimensions, operating conditions and 

constants in mathematical models. They could also be design 

criteria or performance results if a design model is used. Two 

similar units can thus use the same subroutine if the differences 

between them are only the values of these parameters. Further

more, two identical units can be represented by the same EN 
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TABLE A-l: STREAM VECTOR FOR WASTE TREATMENT APPLICATIONS 

Column Description 

1 Stream number 

2 

3 Volumetric flow (millions of gallons per day) 

4 Suspended Nonbiodegradable Carbon 

5 Dissolved Nonbiodegradable Carbon 

6 Suspended Organic Carbon (mg./l.) 

7 Dissolved Organic Carbon 

8 Suspended Organic Nitrogen 

9 Dissolved Nitrogen 

10 Suspended Organic Phosphorus 

11 Dissolved Phosphorus 

12 Suspended Fixed Matter 

13 Dissolved Fixed Matter 

14 Suspended Biological Oxygen Demand (BOD) 

15 Dissolved BOD 

16 Total Suspended Solids 

17 Temperature, degrees ( F) 

18 Volatile Suspended Solids 

19 Alkalinity 

vector, assuming that any equipment results produced by the sub

routine will also be identical. 

The first column is reserved for the equipment number, and 

the second for the vector length. Thus, the dimensions of EN 

allow 18 parameters for each equipment vector. In all, 20 equip

ment vectors can be handled in the current version of SEPSIM. 

Table A-2 shows a row from one of the process unit subroutines 

used in the WATCRAP simulation^ . Note that the last two 

entries in Table A-2 are process performance information calcu

lated by the subroutine. The EN vector may be used also to 

store cost information and results. Note that elements of EN 

(1) Silveston, P.L., "Digital Computer Simulation of Waste Treatment Plants 
Using the WATCRAP-PACER System", Water Pollution Control _69, No. 6, 
686 (1970). 
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calculated during the simulation are not tested for convergence. 

TABLE A-2: EQUIPMENT VECTOR FOR THE WATCRAP SIMULATION OF A TRICKLING 
FILTER 

Column Parameter 

1 Equipment Number 

2 Number of Parameters in Equipment Vector (e.g. 10 here) 

3 Specific Surface Area of Filtration Media 

4 Depth of Filter Bed 

5 Filter Bed Diameter 

6 Rate Constant for Biological Activity on Carbon 

7 Rate Constant for Biological Activity on Nitrogen 

8 Minimum BOD Value Obtainable 

9 Fractional Reduction in BOD 

10 Fractional Reduction in Nitrogen 

(c) Additional Data Matrix - AEN (2,40) 

In the unlikely event that a process unit needs more para

meters than a row in the EN matrix can carry, the AEN matrix 

may be used for storage of the additional data. Column 1 must 

contain the AEN row number (i.e. 1 or 2). We have made use of 

the AEN matrix to store a table of operating data which is 

fitted in the process unit subroutine to provide an empirical 

model for that process unit. Thirty-nine data points may be 

stored in each AEN row with the dimensions now used. More than 

one subroutine could use AEN in one simulation. 

(d) Erasable Working Storage Matrices - PAPER (2,10) and NPAPER (20) 

These two matrices are placed in COMMON to provide storage 

for calculations done within a model subroutine. PAPER provides 

20 entries while NPAPER provides an equal number of integer or 

alphanumeric entries. Since the matrices are not erased when a 

new subroutine is called, they can be used to transfer informa

tion between subroutines or between successive passes during 

iterative calculations. Some care is necessary to prevent unin

tentional erasing of numbers in PAPER if this transfer property 

is used because more than one subroutine may use PAPER for inter-
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mediate calculations. If the same elements in PAPER are used, 

numbers first transferred into PAPER will be replaced by any 

numbers subsequently transferred. 

Stream Input and Output Matrices 

The user-written subroutines can operate directly on the 

SN matrix, but to promote their use in more than one process 

network they should be written so that they do not. To avoid 

direct use of SN, SEPSIM places the appropriate SN values for 

the NIN process unit input streams in STRMI (5,25) and the N0UT 

output streams in STRM0 (5,25) when the unit model is to perform 

its calculation; Each process model subroutine should be writ

ten in terms of STRMI and STRM0. NIN and N0UT may not exceed 5. 

After the transfer into STRMI and STRM0, a model subroutine will 

be called to compute STRM0 from the given STRMI. The values of 

STRM0 from the previous iteration are also available for this 

calculation. The newly calculated values of STRM0 replace the 

transferred values and may enter a convergence test performed 

by SEPSIM using the values in SN for the streams in question. 

After the convergence test, the STRM0 values replace the corres

ponding entries in the SN matrix. 

Process Matrix - NPROCS (14,50) 

The key to the operation of SEPSIM lies with the process 

matrix. This is the matrix which encodes the process network 

and controls the sequence of computations in a design or a simu

lation. The matrix contains 14 columns: 

PROCESS MATRIX 

Subroutine Input Streams Output Streams 
K NE Names III 1 2 3 4 5 1 2 3 4 5 

Each row of the matrix determines the application of a process 

model subroutine to modify the process stream properties. 

The first column in the matrix is referred to as the K 

column. This column, the 4th column (the III column) and the 

order of the process matrix rows control the calculational 

sequence. This is discussed in detail in Section A.4.4. The 

second column contains the equipment number NE. This number 

identifies the equipment vector to be used in the calculation, 
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and is submitted in the data as the first element of the vector. 

The third column contains the name of the subroutine used to 

model the process unit. Columns 5 to 9 contain the assigned 

numbers of the process unit input streams, while columns 10 to 

14 contain those of the process unit output streams. There are 

no rules in numbering streams, except that each stream should 

have a different number, 

(g) Equipment Parameter Names - NAMEN (20,20) 

This array simply stores the 4-character symbols to be 

placed beside each member of EN that appears in the printout. 

We mention it here to explain how it is handled and facilitate 

the comparison, made in Section A.3, with the way it is handled 

in the standard version. 

A different row of NAMEN must be available for each process 

model subroutine used in a simulation. The programmer who writes 

the process model subroutine determines its equipment parameter 

names, using a DATA statement in the subroutine. But the user, 

generally a different person unknown to the programmer, deter

mines the array EN. So usually the rows of NAMEN and EN do not 

correspond in order. The exact correspondence is established by 

the statement KEY(NE) = (some integer), included in the sub

routine, where the value given to KEY(NE) is the row of NAMEN in 

which the parameter names are stored (by the DATA statement) for 

any equipment vector EN(NE,-) used with this subroutine. The 

user must make sure that each subroutine used in a simulation 

assigns a different value in the KEY(NE) statement, and that if 

this is modified the DATA statement is modified to match. 

A.2.3 Logical Flow; 

The operation of the executive is illustrated best by an out

line of its logical flow shown as Figure A-l. If you prefer to follow the 

listing, it is given in section A.6.1. Table A-3 is an explanation of the 

internal control parameters of the mainline program which may help you to 

understand Figure A-l or the listing. 

The main program begins by calling the N0MEN subroutine, which 

sets up the vector NAME (I) from a list of allowable subroutine names. 

After this has been accomplished, all storage arrays are initialized to 
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zero. All numbers which were in the arrays are wiped out. Input values 

for the stream matrix (SN) are read in next. These values will be the 

stream vectors for all the feed streams and, at the user's option, guess 

values for other streams in the network. Following the SN matrix, the 

equipment matrix (EN), the additional equipment matrix (AEN) and the vector 

of convergence tolerances are read into their storage blocks in order. 

The read-in functions end with the input of the process matrix. 

The process matrix is read a single line at a time. The first four columns 

provide values for the loop number (K), the equipment number (NE), the 

model index (NDX) and the iterative calculation indicator (III). The last 

three characters of the model name in column 3 of the process matrix are 

compared with the vector NAME (I) in an IF statement. When a match is 

found, NDX is set equal to I. As we have indicated previously, NDX is 

used in SELECT to call a specific model subroutine. Thus, we have replaced 

the subroutine name in the process matrix by the "location" of the sub

routine. 

The Executive's final function before beginning the calculations 

is to set the indicators shown in Table A-3 to zero. 

The Executive assumes that the process units are sequentially 

ordered in the process matrix according to the main flow of information. 

SEPSIM reads the first row of this matrix to begin calculations. If the 

first column contains a zero, this unit will not be in a recycle loop. 

The executive will call the appropriate subroutine via the SELECT sub

routine, execute the calculations and transfer the resulting stream values 

to the SN matrix, filling new rows of this matrix. When a recycle loop 

is encountered (K ̂  0), INDC is set eaual to K, K0UT = 1, the subroutine 

is called and executed and the resulting stream values tested for conver

gence with the vector EPS, which is part of the input data. Since they 

will not converge for the first iteration, IFLUN (IN) will be set to 1. 

A look at Figure A-l shows that we will go back to C&j and read in another 

row of the process matrix. Suppose that we have a nested loop so that the 

next row will contain a value of K ^ INDC. This is used to indicate nes

ting of recycle loops and we now let LOOP (IN) = INDC and IN = 1. We 

reset INDC to the K of the nested loop, set IFLUNK = 1 and K0UT = 1 and 

call and execute the appropriate subroutine. Convergence will not be 

found so IFLUN(1) will be set to 1 and another row of the matrix will be 
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called. 

When the last row of the now active inner loop is reached, 

K = INDC. Then KjiUT is incremented to 2. This permits us to return to 

the first terminal of the nested loop. We iterate the inner loop until 

convergence is achieved. When this occurs we set INDC to its previous 

value, decrease IN and K0UT and proceed with calculating any further pro

cess units in the outer or primary loop. The end of this loop is found 

when K = INDC and we return to the beginning of the outer loop. We now 

iterate on the primary loop, but in each cycle through this loop we must 

converge the inner or nested loop. 

Convergence of the inner loop is indicated by IFLUN(l) = 0, if 

the outer has also converged, the next pass through the iterative loop 

sets IFLUNK = 0. We go through the loop again with both indicators showing 

zero. When the last unit in the outer loop (III = 1) is reached we set 

INDC = 0. We now return at (cj in Figure A-l and proceed with the calcu

lations by reading in another row of the matrix. 

TABLE A-3: INTERNAL CONTROL INDICATORS IN SEPSIM 

Indicator Explanation 

INDC Number of last calculational loop SEPSIM has started to 

calculate. If no loop has been started INDC = 0. Note 

that loops are numbered in SEPSIM by K. 

K0UT Position in loop. 

K0UT = 0; no loop is being calculated. 

K0UT = 1; a loop is active. 

KClUT = 2; end of a loop has been reached. 

IN Nesting level of a loop. SEPSIM allows IN = 10. 

IFLUN(IN) If currently active loop of nesting level IN is to be 

repeated IFLUN(IN) = 1 . If not, IFLUNK(IN) = 0. 

IFLUNK If the outer loop in which the currently active loop is 

nested is itself to be repeated IFLUNK = 1 . If not, 

IFLUNK = 0. 

LOOP(IN) Identifies loop of nesting level IN. 
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Call N0MEN 
X 

I n i t i a l i z i n g Arrays 
and Read Statements 

Assign-Subroutine to each 
Process Unit in Matrix 

Label All Streams Used in 
Process Matrix 

I n i t i a l i z e Indicators t o Con
t ro l Logical Flow: K » 0, 

INDC - 0, IN - 1 

I n i t i a l i z e Outerloop Con
vergence Indicator IFLUNK-0 HD 

(jEndV- Call R Print 
(Print results) 

Initialize Loop Convergence 
and Active Loop Indicators 
IFLUN(IN) - 0, K0UT - 0 

1 ~ 
Read Row of Process Matrix 

-Yes 

Transfer Stream Values to 
STRMI, STRM0 Vectors 

Start* 
%f LoopL 

Tea 

-0 

Tests for K - 99 
which indicates the 
end of the process 
matrix 

.No_ 
Tests for K ^ 0. If 
K » 0 , no new loop 
s tar t s with t h i s unit 

FIGURE A - l . LOGICAL FLOW DIAGRAM FOR SEPSIM. 
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-Tes-

•Tes-

IMOC - K 3—• 
Initialize for Loop Calculation* 
LMP(Ot) • HOC, TH - IM + 1, 

IXDC - K, M)UT - 0 

.Tea 

-Ho-

Increnent KtfUT 

Call SELECT (Call Proper Sub-
routlne for Process & Execute t t ) 

-Tea 

Tea-

• Ho 
I8«tfny Valued la 
TSM6 Vectors toK, 
Far from Values^ 

la^ai Vectd'reT 
Tea 

Test* for K - INDC. 
U K - INDC, the and 
of the active loop 
baa been reached. 

Teats for DIDC • 0. 

Teats for ITUOK - 1. 
Outer loop la 
repeated If IFUHK - 1. 

Iesta for K - DIDC. 
If K - INDC, the 
Innermost nested loop 
has been located and 
wil l be Iterated until 
convergence reached. 

Testa for I I I - 2. If 
III - 2, no loop la 
active and convergence 
testa can be skipped. 

Teata 3rd column for 
DUMT. 

Convergence teat 
using EPS vector 
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I 

IPLIM(IN) > 1 

-y«-
Tranafer Strew Variables 
from STRM6 Vectors to SN 

Matrix 

Return to 
Previous Loop 

IHDC • LMP(IN-l) 
IH - DJ-1, KdUT - 1 

^ 

Position Process Pile 
at Start of Loop 

©— 

Tests for III - 2. 

Test for K0UT " 2. 
If 2 Is encountered, 
program Is at end of 
active loop. 

Testa IPLtM(IN) - 0. 
If 0 found, active 
loop converged. 

Tests IPLUNK - 0. If 
0 found, outer loop 
converged. 

Test III - 1. If 1 Is 
found recycle calcula
tions ended. 

Teats for III • 1 

FIGURE A - l . LOGICAL FLOW DIAGRAM FOR SEPSIM 
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A.3 Structure and Operation (Standard Version) 

A.3.1 General: 

In outline, the modular components of this executive program are: 

program, main 

reads and prints given data 

relates process units with proper process models 

initiates calculations 

identifies iterative loops in calculation sequence 

tests for convergence at appropriate points in calculation sequence 

transfers stream information between storage and process model sub

routines 

prints results when calculations are complete 

subroutine SELECT 

calls process model subroutine corresponding to number code given 

by main program when it wants a process model subroutine called. 

subprogram BLOCK DATA (associated with SELECT) 

defines process model subroutine names that are to correspond to 

the number code used in the main program. 

subroutines, process models 

a subroutine is provided for each model mentioned in the above two 

components... these are not usable process model subroutines, but 

so-called "dummies" required by programming technicalities. 

The most important difference between the main program in this version and 

that in the WATFIV version is that here all data is printed out as soon as 

it is read in, thus greatly facilitating the search for the errors that 

are often made in initially setting up the data. This, however, rules out 

the possibility of having all printing operations in one neat subprogram, 

as done in the WATFIV version; so here the results, i.e. the final values 

of the stream and equipment information, are also printed out by the main 

program. Usually no other quantities are of interest as results; if there 

were, then the statements for printing out the results would have to be 

modified. 

Although the statements for printout are not as accessible for modifica 

tion in this version, this is not difficult to overcome. Printing formats 
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provided are appropriate for the majority of purposes, such as for inclu

sion in reports. 

Another important difference is that in the Standard version the 

vectors of equipment information have no restrictions on their length (see 

Section A.3-2 discussion of EN). 

A minor improvement in the Standard version is that the model 

subroutines define the equipment parameter names (see NAMEN in Section 

A.3.2) in such a way that no two differently-named subroutines can pos

sibly try to use the same storage space for this purpose, as could happen 

in the WATFIV version. 

Other improvements include the printout of stream and equipment 

information in more detail, identifying each element by number as well as 

by name. 

Also, it is possible in this version to perform more than one 

simulation in one computer run. 

The subroutine N0MEN in the WATFIV version is replaced in this 

version by a BLOCK DATA subprogram, which achieves the same purpose but 

in the manner specified by standard Fortran. Just this BLOCK DATA sub

program, along with the subroutine SELECT with which it is (conceptually) 

associated, and the set of dummy subroutines, must be modified in a mat

ching way if the user wants to change the list of process subroutine names 

provided with SEPSIM. The modification required is simply that an unwanted 

subroutine name must be replaced, by the desired new name, in the one 

place where it occurs in SELECT, BLOCK DATA, and the set of dummies. This 

is discussed in detail in Section A.4.5. 

Whenever a process model subroutine is actually required for a 

simulation, it must be made to replace the dummy subroutine of the same 

name provided by the executive. The most direct way of doing this is to 

physically replace the one set of computer cards with the other. In many 

computer systems the same thing may be accomplished automatically by 

storing the dummies in a special kind of "auxiliary" file which the com

puter searches, after reading in the.real subroutines, to obtain only the 

dummy subroutines that it has determined are necessary from compiling sub

routine SELECT. The user should find out whether a method such as this is 

available and worthwhile to him. 
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A.3.2 Important Arrays: 

This is the same as for the WATFIV version (see Section A.2.2), 

with two exceptions regarding the arrays EN and NAMEN. 

(a) As stated in Section A.2.2, the equipment parameter array EN and 

the equipment parameter name array NAMEN are determined by different 

(possibly isolated) people, the user and the programmers, respectively, so 

that the rows in each array do not correspond, in general, in order. In 

the standard version, we provide a row of NAMEN for every possible process 

model subroutine rather than just for every possible equipment vector, thus 

avoiding the danger of different subroutines trying to use the same row of 

NAMEN for different equipment vectors. 

In this version the dimensions of NAMEN are (50,20): 50 to pro

vide a different row for every possible process subroutine, and 20 to pro

vide for names of up to the first 20 elements of an equipment vector. Each 

row of NAMEN is reserved for the process model subroutine that corresponds 

in order as the process model subroutines are listed in subroutine SELECT. 

A programmer who writes a process model subroutine also writes a DATA state

ment defining the equipment parameter names in the row of NAMEN that cor

responds to his subroutine name. He places this DATA statement in a 

BLOCK DATA subprogram as required by standard Fortran. Thus each process 

model subroutine used in this version of SEPSIM is accompanied by a BLOCK 

DATA subprogram to define the equipment parameter names. The main program 

determines from the process matrix NPROCS which row of NAMEN belongs to 

each equipment vector. 

(b) In the Standard version an equipment vector may occupy any number 

of consecutive rows of the array EN(20,20). The first element of the 

vector is submitted as the equipment vector number, NE, and names the row 

of EN where the vector begins. The second element of the vector is sub

mitted as its total length, LN, and determines how many rows of EN the 

vector requires. When you use this feature, be careful that different 

vectors do not overlap in EN. Thus with present dimensions a vector with 

NE = 7 and LN = 42 requires 3 rows in EN and no vector with NE = 8 or 9 can 

be submitted although only the first 2 elements of the 3rd row are used. 

Moreover, you must allow enough room at the "bottom" of the EN array: for 

example a vector with LN = 42 must have NE = 18 or less. 

A subroutine using a vector occupying 3 rows in EN would be 
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written in terms of EN(NE,-), EN(NE+1,-) and EN(NE+2,-). This permits 

more flexible use of subroutines than if they were written in terms of AEN. 

AEN is now reserved for additional data used by more than one subroutine 

and not normally included in results. 

A.3.3 Logical Flow: 

This is similar to the WATFIV version (see Section A.2.3), with 

the exception that there is no N0MEN, and that output steps are split up 

before and after the simulation routine in the main program to show all 

quantities as soon as they are obtained. The calculational procedure is 

exactly as for the WATFIV version, illustrated by Figure A-l and Table 

A-3. The program listing for the standard version is given in Section A.6.2. 

A.4 Use of SEPSIM 

A.4.1 General: 

Certainly the first job to undertake in using SEPSIM is to care

fully define the purposes of the simulation or design. What information 

is to be obtained? How is this information to be used? What portion, if 

not all, of the process system is to be considered? What accuracy is 

required? From these questions it should be possible to construct a flow 

sheet of the process to be considered and determine the information vector 

to be employed. 

The information vector such as shown in Table A-l must be given 

careful attention. It must contain the system information, e.g., flows 

and compositions, desired from a simulation or used as criteria in a 

design. It must also contain stream information needed to calculate the 

desired data. For example, pH may be of no particular interest in a pro

cess study, however pH of the feed streams to a unit may influence conver

sion and thus the composition of the output from the unit. In this case, 

pH should appear in the vector. Since it is poor practice to change the 

structure of the vector between calculations for the different process 

units, the vector must be long enough to hold all the information even if 

some of the compositions are not changed in a process unit or are inappli

cable in portions of the process. Unfortunately, this makes the vector 

quite long if the process contains streams of widely different character 

such as gas and liquid. This can be overcome, if such "extra" variables 

are associated only with certain process units, by storing them in another 
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array such as EN or PAPER. However, it must be born in mind that only 

STRM0 variables are tested for convergence. 

It is necessary to have mathematical models available for all 

the process units in the network. A discussion of the wide variety of 

possible models is outside the scope of this manual. Each process model 

subroutine must transmit information in the stream vector from the process 

unit's input to its output via one or more Fortran statements. For example, 

a model for a settler must contain statements which specify the reduction 

in suspended solids. A settler does not effect pH. Therefore, if pH is 

in the stream vector, the model must have a statement: output pH = input 

pH. If this is not done, the vector describing the output of the process 

unit will always contain the same pH value with which it is initialized 

at the beginning of the calculations. 

The subroutine for a model must be written in terms of the STRMI 

(I,J) vectors. I must only be given values from 1 to NIN, where NIN is 

the number of input streams to the process unit. All the results of calcu

lations performed in the model must be expressed as elements in the STRM0 

(K,J) vectors. Again the K index must run consecutively from K = 1 to 

N0UT which is the number of streams leaving the process unit. These indis

pensable requirements for the model subroutines are illustrated in Figure 

A-2. The figure is a SEPSIM subroutine for a rock media trickling filter, 

without the declarative and initializing statements whose form depends on 

the version of SEPSIM used. Notice in statements 1, 55 and 4 the use of 

STRMI (1,3) and STRMI (I,J) variables. PAPER (I,J) is used to store inter

mediate calculations. For example, statement 4 sums the input streams. 

Statement 5 calculates the average composition and stores it in PAPER (2,J). 

At the end of the subroutine, elements of the STRM0 vector which do not 

change in the process are obtained from PAPER (2,J). 

Models for process units should be made as general as possible 

so that one model suffices for similar process units and may be reused for 

another design or simulation. This is achieved by separating out the 

model parameters, such as dimensions or design criteria, and treating 

these as input data. The EN matrix is used for these parameters as des

cribed earlier. Generality is accomplished by writing the model with 

the parameters as variable elements of the EN vector. Figure A-2 also 

illustrates the use of an EN vector element. The fractional reduction of 
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BOD is calculated from parameters contained in the EN row for the filter 

in statements following Statement 5. The 5th column of the row, for 

example, contains the diameter of the trickling filter being simulated, 

while the 6th contains a rate constant of the kinetic model. The state

ments in the subroutine thus are written using EN (NE,5) and EN (NE,6). 

The row of the EN matrix which furnishes the values for EN(NE,5) or EN 

(NE,6), for example, is located by the main program using the process 

matrix. 

If additional parameters are needed for a model, a vector from 

the AEN matrix which contains 40 elements may be used. Numbers are 

obtained from this vector by using either AEN(1,L) or AEN(2,L) depending 

on which of the two rows in the AEN matrix is to be used. Just as for the 

EN vector, L represents the column in which the desired number is stored. 

In the Standard version additional parameters are more easily represented 

by EN(NE+1,L), etc. 

Notice the careful documentation of the subroutine in Figure A-2. 

Documentation is essential if others are to use the subroutine or if it is 

to be used over a period of time. Documentation shows the contents of the 

equipment vector used with the subroutine; it provides suggested values 

for model constants as well as model source and modifications which have 

been made. A subroutine is written for a specific stream vector and must 

be rewritten if this vector is changed. Thus, the vector used should 

appear in the documentation. 

It will be noticed that the first executable statement in Figure 

A-2 causes printout conditional upon the value of KSETS, whose value is 

submitted as data. A subroutine can include any action conditional upon 

KSETS. Thus the user can be given the option to command a special action, 

such is the use of an alternative formula, as well as the printout of 

intermediate results to examine the calculational sequence or the rate of 

convergence. 
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SUBROUTINE TRFLTR 
r 
r THIS tS A TRICKLING FILTFR MODEL 
r 
r 
r THIS SUBROUTINE SIMULATES THE PREFORMAMCE OF A ROCK MEOIA 

BIDLOOGICAL FILTER, THE MODEL IS TAKFN FROM ROESLER C SMITH, 
f 'MATHEMATICAL MODEL FOR A TRICKLING F I L T E R ' , REPORT OF THE 
C CINCINNATI WATFR RESEARCH LABORATORY,F.W.P.C.A. , CINCINNATI 
C HOWLANO'S FORMULA I S USFO 
C 
C BOOIO) = BOOII ) *EXP( -K*AP*D / (HO**ZN>» 
r 
f SILVFSTON'S MOOIFICATIPN ASSUMFS DBOD I S PREFERENTIALLY DESTROYED 
C IIP TO A L IM IT OBOOMIN. SUSPENDED MATTER OOFS NOT INCRFASE IN THE 
C PROCESS, SUSPENDED ORGANIC NITROGEN IS PARTIALLY AVAILABLE FOR 
C OFNITPfF ICATION, DFN ITR IFICAT ION CONVERTS AMMONIA TO NITROGEN 
C AND IS GOVFRNFD BY THF SAMF TYPE OF EOUAT ION AS IS BOO REMOVAL. 
C SUSPENDED TRGANIC PHOSPHOROUS I S PARTIALLY CONVERTED TO A SOLUBLE 
C FORM, ALKALINITY IS UNCHANGFO,WHILF THE TEMPERATURE IS ASSUMMED 
C TO PROP RY }/? DEGREF, IN THF ABOVE FORMULA, 
r * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ********* 
C K = K ? 0 * 1 . 0 3 5 * * ( T - 2 O ) 
r K?0 IS A "ONSTANT * * * * ROFSLER £ SMITH RECOMMEND 0 . 0 2 3 3 
C AP = SPECIFIC SURFACE AREA OF THE MEDIA • * * * USE 150 FOR 1 / 4 ' • ROCK 
C RO FOR ! / ? ' • ROCK. 55 FOR 3 M » »HOCK. M) FOR l ^ R O C K , 20 FOR I 3 M « » 
C ROCK. AND 1? FOR V 'ROCK 
C D = BFD DEPTH IN FFFT 
r. HO = HYDRAULIC LOADING I N MGDIU.S. ) / ACRE 
C ZN = 0 -91 - fc,A5/AP ACCORDING TO ROESLER £ SMITH 
C OTHER VARIABLES USED IN THF SUBROUTINE ARE. 
C DBOOMIV =» MINIMUM DBOO ATTAINABLE * * * * SILVESTON RECOMMENDS A VALUE 
C nF 10 FOR INPUT BOD IN EXCESS OF 100 
C DFLBOn = CHANGF IN TOTAL BOD 
C FKFRDO = ^ACTIONAL REDUCTION IN TOTAL BOD 
C FRFNIT « FRACTIONAL REDUCTION IN NITROGEN 
C DELON = CHANGE IN DISSOLVED NITROGFN 
C KN70 = C05FFICTFNT FOR NITROGEN CONVERSION * * * * ROESLER C SMITH 
C RPCOMMEND 0 . 0 0 ? 9 
r ****************************************************************** 
C SUBROUTINE WRITTEN BY 
C P .L .S ILVFSTON AND A. ROUKENS OE LANGE 
C OEPT. OF CHEMICAL FNGINEERING 
C UNIVERSITY OF THE HITHATERSRAND 
C JOHANNESBURG. SOUTH AFR ICA 
C VERSION 1 NAY, 1969 
C MODIFIEO BY PLS * * * • FEBRUARY. 1970 
C 
C THF SUBROUTINE WAS PREPARED AS A MOOEL FOK STUDENT EXERCISES 



A-24 

****************************************************************** 
THT LONG STREAM VECTOR OF WATCPAP-PACFR IS FMPLOYEO 

1 . STRFAM NO. 1 1 . 
?. 1 2 . 
3 , Fl OH (MGO) 13 . 
& . SNRC - SUSPFNDFO N0NBIO- I * . 

DFf.RAOARLF CARAPN (MG/L) 
5, ONRC - nissnLVFn NCNBIO- 15. 

OFGRAraeiF CARBON (HG/LI 
SUSPENDED ORGANIC CARBON 16. soc 

nor - DISSOLVFO ORGANIC CARRON 17. 
8. SON - SUSPENDED ORGANIC 

NITROGFN 
9 . ON - DISSOLVED NITROGFN 
10- SOP - SUSOFNOFD ORGANIC 

PHTSPHOROUS 

IP, 

19. 

DP - DISSOLVED PHOSPHOROUS 
SFH - SUSPFNDED FIXED MATTER 
DFM - DISSUIVEO FIXEO MATTER 
SBOO - SUSPFNDED BIOLOGICAL 

OXYGEN DEMAND 
DBOO - DISSOLVED BIOLOGICAL 

OXYGEN DEMAND 
TSS - TOTAL SUSPENDED SOL10S 
TEMPERATURE 
VSS - VOLATILE SUSPENDEO 

SOLIDS 
ALKALINITY 

***************************************************************** 

FN VECTOR 

1 , FOUIPM'T NO. 8 . DBODMIN 
?. FOUIPM'T FLAG 9 . FREBOO 
3 . AP 1 0 . FRENIT 
4 . 0 
5 . DIAMFTFR 
ft- K?0 
7 , KN?0 
****************************************************************** 
OF RUGGING PRINTOUT 
IF ( K S F T S I 9 0 . 9 0 . 9 5 

S PRINT 9 6 . NE 
* rnRMATUHO. 10X31HCALCULATI0N REACHEO TRFLTR, NE = , 1 4 / ) 
0 CONTINIIF 

PREVENT D I V I S I O N BY ZFRO 
I F I S T R M I t 1 . 3 ) ) 1 . 1 , ? 

1 S T R M I M . 3 I = 1 . 
F IND MIXED INPUT CONCENTRATIONS 

7 CONTINUF 
0 =» 0 . 0 
00 3 I • 1 . 2 
0 1 3 J * A . 1 9 

3 P A P F R ( I . J ) = 0 . 0 
nn ?5 i = I . N I N 

• 5 0 = 0 + S T R M I I 2 . 3 1 
00 •> J = <•. 19 
on * i t i . N I N 

<+ P A P F R M . J I = PAPERI1 .J I • S T R M I ( I , 3 ) * S T R H I ( I , J ) 
•> PAPER!? ,J l = P A P E R C l , J ) / 0 

RODI * PAPFRI?,141 «• PAPER(2,15J 
CALCULATION OF FRACTIONAL RFOUCTION OF BOD 
A = ( 3 , 1 4 5 * ( E N ( N F . 5 I * * ? . ) ) / ( 4 . * 1 6 0 . * l 6 . 5 * * 2 . ) 
NOTE THAT 0 IS I N MGOIU. S. » 
HO » 0 /A 
7N » 0 . 9 1 - 6 . 4 5 / E N I N E . 3 ) 
IK = E N ( N F . M * 1 . 0 3 5 * * I P A P E R < 2 . 1 7 ) - 2 0 . ) 
ERBOO = 1 . - E X P f - Z K * F N ( N F , 3 » * F N < N E , M / I H 0 * * ? N ) ) 
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OI.ROD = R00t*FRRO0 
FNINF .91 = FRROD 

r FIND THF CHAW.F IN 0B00 AND SBOO 
DIFF = PAPFRJ2.15) — OLBOD 
I F i n i F F - F N I N F . 8 ) ) 8 . 8 , 6 

8 S T R M O I L I S I = ENINF .R I 
S T R M 0 O . 1 4 ) = R 0 D I - E N I N E . B I-DLBOO 
GO TD 7 

ft STRMOI1 .15 I = PAPERI2 .15 ) - OLBOD 
STRM0M.14 ) = PAPERI2 .14 ) 

r FIND N1TRTGFN RFMOVAl 
r ASSIIMF PART OF THF SUSPFNDFD NITROGEN IS AVAILABLE FOR REDUCTION 

7 p a P F R I 3 . 9 ) = P A P F R I 2 . 9 ) * P A P F R I 2 . B » * U . - S T R M O I l . I * ) /PAPER I 2 , 14 » » 
r. CORRECT RATF CONSTSANT FOR TEMPERATURE 

7KN = F N I N F . 7 ) * 1 . 1 4 1 * * { P A P E R I 2 . 1 7 1 - 2 0 . 1 
C OBTAIN FRACTIONAL RFOUf-T ION IN DISSOLVED NITROGEN 

FONIT = 1 . - F X P I - Z K N * F N ( N E . 3 I * E N ( N E , 4 » / ( H 0 * * Z N I I 
F N I N F . 1 0 ) * FRNIT 
OELON = P A P F R I 3 . 9 ) * F R N I T 
STRMOI1,91 = PAPFRI3 .9 ) - OELDN 
S T R M 0 M . 8 ) = P A P F R { ? . 8 I * S T R M 0 < 1 , 1 4 ) / P A P E R ( 2 . 1 4 ) 

C. PHOSPHOROUS COMPOUNDS ARE SOLUBILIZEO BY THE FILTER 
STRM0I1 .10 ) = PAPERI2. 1 0 > * S T R M O d , 1 4 l / P A P E R | ? . 1 4 l 
S T R M O I l . l l ) = P A P F R I 2 . i l ) • PAPFRI2 .10 ) - S T R M O d . l O l 

C ASSUME FIXED MATTFR DOFS NOT CHANGE 
S T R M 0 U . 1 2 ! = PAPFRI7 .12 ) 
STRM0I1 .13 I = PAPFRI2 .13 ) 

f ASSUME NOMBIODFGRADABLE CARBON I S UNCHANGED 
STRM0I1 .4 ) = PAPER!?.4> 
STRMOI!.•>) = PAPFRI?.«5» 

f. ORGANIC CARBON CHANGES BECAUSE OF THE REDUCTION I N BOD 
f. FOLLOWING ROFSLER C SMITH ASSUMEBOD = 1.87*CARB0N 

STRM0C1.6) = I S T R M 0 I 1 . 1 4 ) • 1 . 8 7 * S T R M 0 ( 1 , 4 ) > / l . 8 7 
S T R M 0 D . 7 ) = I S T P M 0 I 1 . 1 5 1 • I . 87*STRM0C 1 . 5) I / l . 87 

C FLOW RATE DOFS NOT CHANGE 
STRMOI1.31 = 0 

C NOW WF FIND THE SUSPENDED SOLIDS TERMS 
C ASSUME SBOD = SUSPFNOED SOLIDS 

STRMOd.181 = STRMUI1.14I • STRMOU , 4 ) • STRM0I1,8» 
S T R M 0 I 1 . 1 M = S T R M O d . l S I • STRMOd.12 ) • STRMOI 1.10J 

C TFMPFRATURF DROPS BY 1 /2 DEGREES 
STRMOI1.171 = PAPERI2.171 - 0 . 5 

C ALKALINITY IS UNCHANGEO 
STRM0I1 .19) = PAPER!?.19» 

f * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
RETURN 
END 

FIGURE A-2. SAMPLE SEPSIM SUBROUTINE 

http://PAPFRI2.il
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A.4.2 Process Subroutine Requirements (WATFIV Version): 

In addition to the general requirements described in Section 

A.4.1, a process subroutine must meet three more requirements. 

(a) Declarative statements must be included to dimension the arrays 

used and to locate them and other variables in the storage block 

which is used in C0MM0N with the main program. This is con

veniently accomplished by using the statements shown in Figure 

A-3(a). 

(b) Statements must be included to store the equipment parameter 

names in some row of the array NAMEN and link this row with any 

rows of EN which may be used with the subroutine. This is most 

conveniently done with a DATA statement (using Implied D0) and a 

statement assigning the NAMEN row number to KEY(NE), as illust

rated in Figure A-3(b) for an equipment vector of length 7 with 

names stored in row 3 of NAMEN. If the NAMEN row number is 

defined as zero in the KEY(NE) statement, RPRINT assumes the 

DATA statement has been omitted and does not attempt to print 

NAMEN out. 

(c) A statement must be included to define the second element of any 

equipment vector, used with the subroutine, as the. length of the 

vector. This is necessary because this element is used in RPRINT 

to control printout of EN and it is not customarily submitted, 

for this version, as data. The requirement is met simply by 

assigning the length of the vector to EN(NE,2), as illustrated 

in Figure A-3(c) for a vector of length 7. Since RPRINT converts 

this "floating point" number to a "fixed point" integer, it is a 

good idea to assign it with a fraction added on, as illustrated, 

to ensure that internal conversion errors do not result in a 

round-off to the next lower number. 
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(a) Declarative Statements 

DIMENSION NAME(50),NAME2(50),TITLE(24),AEN(2,40),PAPER(2,10) 

DIMENSION SN(75,25),EN(20,20),NPAPER(20) 

DIMENSION NPR0CS(14,5O),EPS(3O),L00P(1O),IFLUN(1O) 

DIMENSION STRMI(5,25),STRM0(5,25) 

DIMENSION NAMEN(20,20),NAMESN(25),NAMDEF(15),KEY(20) 

C0MM0N SN,EN,STRMI,STRM0,AEN,NIN,N0UT,NE 

C0MM0N NAME,NAME2,TITLE,PAPER,NPAPER,NPR0CS,EPS,L00P,IFLUN,NUMPR 

C0MM0N KSETS,KRUN,NELMAX,NEMAX,NSLMAX,NSMAX,N0AEN 

C0MM0N NAMEN,NAME SN,NAMDEF,KEY,N0NAME 

(b) Def ini t ion of Equipment Parameter Names 

DATA (NAMEN(3,I),I=l,7)/'NO. ' , 'NTRY','VOL.','Kl. ' , 'K2 ' , 

* 'VRED'/DETN'/ 

KEY(NE)=3 

(c) Definition of Equipment Vector Length 

EN(NE,2)=7.001 

FIGURE A-3: Samples for Meeting Additional Requirements on Process 
Subroutines (WATFIV Version) 
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A.4.3 Process Subroutine Requirements (Standard Version) 

In addition to the general requirements described in Section 

A.4.1, a process subroutine must meet two more requirements. 

(a) A declarative statement must be included to dimension the arrays 

used and to locate them and other variables in the labelled 

block PR0DAT which is used in C0MM0N with the main program. 

This is conveniently accomplished by using the statements shown 

in Figure A-4(a). 

(b) A short BL0CK DATA subprogram must be added after the end of the 

subroutine to store the 4-character equipment parameter names in 

the row of NAMEN that corresponds to the subroutine name. This 

correspondence is easily found by referring to the list of sub

routines in SELECT. Figure A-4(b) illustrates a suitable BL0CK 

DATA subprogram for a subroutine named MIXER3 which uses an 

equipment vector of. length 4. For brevity the symbol NAMEN can 

be replaced by the symbol B. First the C0MM0N block labelled 

EQPNAM,which contains the storage space used by NAMEN or B, is 

completely defined. Then a DATA statement defines the 4 equip

ment parameter names to be used, and the elements of B in which 

they are to be stored. Since MIXER3 is the first subroutine in 

SELECT, the first row of B is used. Just the first four elements 

of the row. should be defined. Note that Standard Fortran does 

not permit Implied D(6 in DATA statements - each element must be 

explicitly stated. 

For equipment vectors of length up to 20, every element 

must have a name defined, if only by blanks. For equipment 

vectors of length over 20, just the first 20 elements must have 

names defined. 
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(a) Declarative Statement 

CdMM0N/PR0DAT/STRMI(5,25), SN(75,25), PAPER(2,10), AEN(2,40), 

* STRM0(5,25), EN(20,20), NPAPER(20), KSETS, NE 

(b) Def ini t ion of Equipment Parameter Names 

BLdCK DATA 

C0MM0N/EQPNAM/B(50,20) 

DATA B(1,1),B(1,2),B(1,3),B(1,4)/4HEQVE,4HLNTH,4HMAG ,4H DIV/ 

END 

FIGURE A-4: Samples for Meeting Additional Requirements on Process 
Subroutines (Standard Version) 



A-30 

A.A.4 Flowsheet Analysis; 

With a stream vector chosen and a set of compatible model sub

routines on hand, the next step in either a design or a simulation is to 

number each significant process unit and stream in the flow sheet. For 

convenience, process units should be numbered in the main calculational 

sequence to be employed, which normally follows the main direction of 

influence of one unit upon another in the process. Also, for convenience, 

there should be no gaps in the process unit or stream number seauence. 

Each number will denote the vector in SN or EN where information concerning 

the stream or equipment, respectively, is stored. Two or more process 

units can have the same number if they use the same equipment vector; but 

no two streams can have the same number. 

Next, the structure of the network must be examined to construct 

the process matrix. Loops of various types (nested, interlocking, etc.) 

can be spotted for any network, in principle, by listing the process units 

in a column and sketching in the network connections. This is best illus

trated. Figure A-5 shows a waste treatment process which will be used as 

an example for this section. The units, in order by number, are a primary 

clarifier, digester, trickling filter, secondary clarifier, junction box 

and chlorinator. Every unit in this example uses a different model, which 

is indicated by the abbreviated name in the figure. Streams have also been 

numbered. Stream splitting or confluence must always be represented as a 

distinct process unit, and a subroutine must be available to relate the 

outflows to the inflows, just as for any other unit. Hence the junction 

box (the 5th unit) in this process. 

PR I STL 

® 
21 fs-

12 
12 

•v. /" 

DIGSTR 

II T 

10 

TRFLTR SECSET 

© 
J5 

A a 

MIXER 3 

© 

10 

8 

CHLOR 

© 

FIGURE A-5: PROCESS FLOW SHEET EXAMPLE 
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Listing the process units and sketching the network connections: 

NE NAME 

1 

> 

1 

2 

3 

PRISTL 

DIGSTR 

TRFLTR 

4 SECSET 

5 MIXER3 

6 CHLOR 

For clarity we have omitted the connections between consecutive units, and 

placed feedback streams and feedforward streams on the left and right sides, 

respectively. In what follows, we shall modify the structure shown above, 

without changing its meaning, to obtain a process matrix acceptable to the 

SEPSIM executive. 

At this point one must bear in mind that the purpose of this is 

to encode the desired calculational sequence in terms which SEPSIM can 

understand. First, recall that SEPSIM accepts only nested feedback loops 

in the process matrix. The executive does not accept interlocking loops 

such as those embracing the 2nd and 4th units and the 3rd and 5th units. 

Finally, SEPSIM does not accept two or more feedback loops beginning or 

ending at the same unit, as at the 5th unit. The present example will 

illustrate how to express such features in terms acceptable to SEPSIM. 

In order to converge the inside interlocking loops a desirable 

iteration sequence would be 234534,234534, etc., where we have denoted 

each process unit by its number since they all have different numbers. The 

point is that to obtain good convergence it would be best to alternate 

between one loop and the other, and this is done most conveniently by the 

above sequence. After these inside loops have converged, calculations 

should begin again at the first unit. The 6th unit should be calculated 

after all feedback loops have converged. So far we are ignoring the feed

forward loop. The desired calculation sequence is now represented by 

this list: 
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NE 

1 

2 

3 

4 

5 

3 

4 

6 

NAME 

PRISTL 

DIGSTR 

TRFLTR 

SECSET 

MIXER3 

TRFLTR 

SECSET 

CHLOR 

In order to express the fact that two loops terminate in the 

•:= second-last row, a DUMMY process unit is introduced as a terminal for the 

outside loop: 

NE 

I * 1 

I * 2 

3 

4 

5 

3 

I 4 
0 

6 

We now have a list that, with the appropriate addition of the other re

quired columns of the process matrix, would express the calculational 

sequence described above in terms acceptable to SEPSIM. When the sequence 

meets a DUMMY row, this is.not interpreted as an instruction to do any cal

culation but merely to go on to the next loop. This DUMMY has nothing to 

do with dummy subroutines. 

Now suppose we wanted to take the feedforward loop into account 

in the calculational sequence. This would be desirable if it were thought 

that this loop had a significant influence on the DIGSTR unit through the 

TRFLTR and SECSET units. This would not normally be true in this example, 

but the technique generally used can nonetheless be illustrated. To take 

this influence into account it would be desirable to perform the calcula-

NAME 

PRISTL 

DIGSTR 

TRFLTR 

SECSET 

MIXER3 

TRFLTR 

SECSET 

DUMMY 

CHLOR 
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tions for the TRFLTR and SECSET units, after the PRISTL unit and before 

the DIGSTR unit, in every other iteration of the outside loop in the above 

List. This would require the above list to be expanded as follows: 

NE 

1 

2 

3 

4 

5 

3 

4 

1 

3 

4 

2 

3 

4 

5 

3 

4 

0 

6 

NAME 

PRISTL 

DIGSTR 

TRFLTR 

SECSET 

MIXER3 

TRFLTR 

SECSET 

PRISTL 

TRFLTR 

SECSET 

DIGSTR 

TRFLTR 

SECSET 

MIXER3 

TRFLTR 

SECSET 

DUMMY 

CHLOR 

It can be seen that the shorter list has simply been written twice, the 

second time with the desired modification, resulting in 18 rows. With its 

present dimensions SEPSIM can accept up to 50 rows in the process matrix. 

The network connections implied in the lists prepared for the 

process matrix often have no counterpart in the real process network. Such 

connections, invented solely to express the calculational sequence, are 

customarily called "dummy streams". 

If the process structure is too complicated or if it is not con

venient to analyse a process network to determine the optimal calculational 

sequence, simpler iteration patterns can be used and the convergence obtained 

is often acceptable. The first simplification is to ignore feedforward 

streams. Next, for instance, the interlocking loops in the present example 

could be treated as if all process units affected were involved in just one 
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loop: 

NAME 

PRISTL 

DIGSTR 

TRFLTR 

SECSET 

MIXER3 

DUMMY 

CHLOR 

Going further, any feedback loop that is nested within another loop could • 

be ignored. The maximum simplification is to encompass all the process 

units in arbitrary order in one large iteration loop, for instance: 

NE NAME 

, » 1 PRISTL 

3 TRFLTR 

4 SECSET 

5 MIXER3 

2 DIGSTR 

I 6 CHLOR 

This last method often yields acceptable convergence for simple processes, . 

but wastes computer time. 

When the .desired calculational sequence has been expressed by a 

list with feedback loops, as described in the above discussion, it is a 

simple matter to set up the process matrix. For the present example a 

suitable process matrix for the third list given in this section, in which 

the DUMMY was first introduced, is shown in Table A-4. The columns NE and 

NAME are the same in the process matrix and in the list. The feedback 

loops in the list are expressed in the process matrix by the two columns 

called K and III. K is used to indicate the loop nesting level and to 

match the two ends of each loop. The values of K must obey the following 

rules: 

(a) Rows which are not loop terminals have K = 0. 

(b) The two terminals of a loop have the same value of K. 

(c) A loop that is nested within another loop must have a higher value 

of K. 

NE 

* 1 

-> 2 

3 

4 

- 5 

- 0 

6 
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(d) K must not be 99 or a negative number. 

For convenience unnecessarily high K values should be avoided. 

The column called III is used to indicate rows that are terminals 

of outside loops and rows that are not involved in any loop. The values 

of III must obey the following rules: 

(a) Rows that are part of loops nested within other loops have III = 0. 

(b) Rows that are terminals of loops not nested within another loop have 

III • 1. 

(c) All other rows, that is, those not involved in any loop, have III = 2 

(this causes the convergence test to be bypassed). 

Thus only three values of III are possible. 

TABLE A-4: Sample Process Matrix 

SN for STRM0 
1 2 3 4 5 

3 2 0 0 0 

10 11 0 0 0 

4 0 0 0 0 

6 5 0 0 0 

12 7 8 0 0 

4 0 0 0 0 

6 5 0 0 0 

0 0 0 0 0 

9 0 0 0 0 

While NE is the row of EN and NAME is the process model sub

routine, to be used for the calculation demanded by the row of the process 

matrix, the five columns headed "SN for STRMI" and the five headed "SN for 

STRM0" give the rows of SN that correspond to the rows of STRMI and STRM0, 

respectively, in the process model subroutine. The row numbers of SN are 

assumed to be as assigned in the flowsheet in Figure A-5, and the ordering 

K 

1 

2 

0 

0 

0 

0 

2 

1 

0 

NE 

1 

2 

3 

4 

5 

3 

4 

0 

6 

NAME 

PRISTL 

DIGSTR 

TRFLTR 

SECSET 

MEXER3 

TRFLTR 

SECSET 

DUMMY 

CHLOR 

III 

1 

0 

0 

0 

0 

0 

0 

1 

2 

SK 
1 

1 

2 

3 

4 

6 

3 

4 

0 

8 

[ for STRMI 
2 

7 

5 

10 

0 

0 

10 

0 

0 

0 

3 

0 

0 

12 

0 

0 

12 

0 

0 

0 

4 5 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 
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of the process unit input, streams (for STRMI) and the output streams (for 

STRMd) must be obtained by inspection of the process model subroutine to 

be used. Taking the first row as an example, the input streams in Figure 

A-5 for the PRISTL unit are numbered 7 and 1, while the output streams are 

numbered 3 and 2. These numbers designate the rows of the SN matrix where 

the properties of these streams will be stored. The ordering of SN stream 

numbers 1 and 7 in columns 1 and 2, respectively, under the heading "SN 

for STRMI" in Table A-4 implies that the process model subroutine called 

PRISTL uses the 1st row of STRMI for sewage flowing into the process 

system, and the 2nd row of STRMI for recycle input from elsewhere in the 

plant. Assuming that the subroutine uses the 1st row of STRM0 for the 

supernatant effluent and the 2nd row of STRM0 for the settled sludge, the 

corresponding SN stream numbers 3 and 2 go in columns 1 and 2, respectively, 

under the heading "SN for STRM0" in Table A-4. Note that these columns 

are for real process network connections, not dummy streams. Unused rows 

of STRMI and STRM0 are indicated by zero entries. SEPSIM determines NIN 

and NtiUT by the location of the first zero entries in a row under "SN for 

STRMI" and "SN for STRM0", respectively. 

In this example each process unit has a different equipment 

vector number and a different model subroutine. In general this may not be 

true; it is possible that some process units may have not only the same 

model subroutine but also the same equipment vector. In such a case we 

suggest labelling the units, during construction of the process matrix, by 

letters of the alphabet so that they can be distinguished. In the process 

matrix itself, the only way to distinguish them is by the stream connec

tions in the 10 right-hand columns. 

A.4.5 Process Model Subroutine Names: 

The 3rd column in the Process Matrix contains the names of the 

SEPSIM subroutines used to model the process units in the network. Names 

for subroutines are restricted to the 42 names currently listed in the 

SEPSIM executive. The current list is shown in Table A-5. It reflects 

the original application of SEPSIM to the simulation of waste treatment 

systems. Use of names which suggest the physical nature of the process 

units was felt to be more convenient than a general coding such as repre

sented by the UNAME group at the end of Table A-5. 
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If you find these standard subroutine names awkward, the list is 

easily altered by replacing one or more names (except DUMMY) in the execu

tive by your choice of names. This must be done in each of the three 

places in the executive where the name occurs: in the dummy subroutines, 

in SELECT, and in N0MEN or SELECT's BL0CK DATA, as appropriate depending 

on whether you have the WATFIV or the Standard Version. It is also possible 

to add new names to the list of 42, up to a maximum total of 49 with SEP-

SIM's present dimensions. This is done by inserting the new name into the 

blanks provided in N0MEN or SELECT's BLjiCK DATA, as appropriate, and inser

ting a CALL statement with the suitable numerical label in place of the 

corresponding CONTINUE or RETURN statement (as appropriate), and adding a 

suitable dummy to the list of dummy subroutines. For instance, a suitable 

TABLE A-5: CURRENT SEPSIM SUBROUTINE NAMES 

Subroutine 
Name 

MIXER 3 

PRISTL 

TRFLTR 

ACSL01 

ACSLD2 

OICSTR 

CHLOR 

SECSET 

BFLTER 

VACFL 

KECFIL 

DRYER 

THICK 

WAS HE 

XFLOT 

BZOXP 

COAG 

XFLOC 

FHCONT 

ADSORP 

DIALS 

Suggcs ted 
Use 

Junction or Splitter 

Primary Clarlfier 

Trickling Filter 

Activated Sludge Reactor 

Sludge Holding Vessel 

Digester 

Cblorlnator 

Secondary Clarlfler 

Sand Filter 

Vacuum Filter 

Mechanical Filter 

Dryer 

Thickener 

Elutrlator 

Flotation Tank 

Oxidation Fond 

Coagulation Contactor 

Flocculatlon Contactor 

CO, Absorber 

Adsorption Column 

Dialysis or Electro-
dlalysls Unit 

Subroutine 
N.iac 

STRIP 

XCHAH 

XCIM 

XTRANS 

DSTIL1 

FLASH 

XTKAC2 

CRYST 

BL0W2 

COOM 

REACT! 

UiAMEO 

0NAME1 

UNAKE2 

UNAME3 

0NAKE4 

WAKES 

WAME6 

CNAKE7 

0HAME8 

CNAMB9 

Suggested 
Use 

Aaaonla Stripper 

Ion Exchanger 

Incinerator 

Reverse Osnosts 

Distillation 

Flash Distillation 

Extraction 

Crystallization 

Compressor 

Heat Exchanger 

Reactor 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

Arbitrary 

dummy for a new subroutine name DIFFUZ would be: 

SUBROUTINE DIFFUZ 

RETURN 

END 
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Subroutine names may have up to 6 characters; as far as N0MEN or SELECT's 

BL0CK DATA are concerned (as appropriate), every name has 6 characters 

some of which may be blank. The main program distinguishes between sub

routines by the last 3 of the 6 characters of their names. Therefore the 

convention is used that a name shorter than 6 characters is right-justified 

in the 6 spaces provided for it. This also means that all names of sub

routines must be distinguishable by their last 3 characters, and no name 

can end with MMY. 

A. 5 Rules for Data Input 

To run a simulation with SEPSIM you must have the executive, the 

process model subroutines the simulation requires, plus a set of data. In 

this section the data required is described and the formats are given that 

will allow the main program to read it in. 

A.5.1 WATFIV Version: 

The data deck will be described in detail and then summarized in 

Table A-6 showing the formats. 

(1) First a title is read in, consisting of 72 alphanumeric charac

ters, any of which can be blank. This is for documentation: it 

helps the user identify data decks by just looking at the top 

card. 

(2) Then the vector NAMESN, which contains the stream vector element 

names, is read in. Each name has 4 characters, any of which can 

be blank. 

(3) Then the control variables are read in, in the following order: 

KSETS: The subroutine action signal. 

, KRUN: For documentation, distinguishing data decks that have 

the same title. Must be greater than zero. 

NELMAX: The length of the longest equipment vector in EN. 

Must be 20 or less with present SEPSIM dimensions. 

NEMAX: The highest equipment identification number, i.e., the 

highest row number (NE) used, in EN. Must be 20 or 

less. 

NSLMAX: The length of the stream vector. Must be 15 or less. 

NSMAX: The highest stream identification number, i.e., the 

highest row number used in SN. Must be 75 or less. 
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N0AEN: The length of the longest row of data in AEN. Must be 

40 or less; or zero if there is no data in AEN. 

Next, the initial values for the SN matrix are read in. Let NCS 

be the number of cards required to enter a stream vector, with 

each card containing 8 elements except, possibly, for the last 

card. Then NCS cards are read in for each stream vector. Streams 

which are external inputs (feed streams) to the process system 

must be fully given here. All other streams should be given 

rough estimates of their final values, if possible, in order to 

speed convergence; otherwise they can be entered as zero. The 

first element of each vector is the stream number, and the second 

must be blank. 

After all the SN vectors are read in, the procedure is 

stopped with NCS cards in which at least the first entry, as 

formatted for a stream vector, is blank or zero. 

Then the equipment vectors in EN are read in. Let NCE be the 

number of cards required to enter the longest vector in EN, with 

each card containing 8 elements except, possibly, the last card. 

NCE cards must be read in for each equipment vector; if a short 

vector does not actually require NCE cards, blank cards must be 

added to make up the NCE. The first element of each vector is 

the equipment vector number, and the second must be blank. 

After all the EN vectors are read in, the procedure is 

stopped with NCE cards in which at least the first entry, as 

formatted for an equipment vector, is blank or zero. 

Then the additional data rows in AEN are read in, in the same 

way as for EN, but with NCA cards for each vector instead of NCE, 

where NCA is the number of cards required to enter the longest 

row in AEN. Similarly, the first element of each vector is the 

row in AEN where it is stored (i.e. either 1 or 2) and NCA cards 

beginning with a blank are added to end the procedure. If AEN 

is not used, this step is omitted. 

Next the vector EPS of convergence tolerances is read in: one 

element for each element of the stream vector. The format is 

such that NCS cards will be required. The first 2 elements of 

EPS can be blank or zero, as the corresponding elements of the 
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stream vectors are never tested for convergence. Typical values 

for the rest would be 0.1 (i.e. 107o) for a first run, decreasing 

in subsequent runs. 

(8) Then the process matrix is read in, one card for each row. The 

subroutine name must be right-adjusted in the 6 spaces provided 

for it. 

After the process matrix is read in, the procedure is stopped 

with a card containing the number 99 where K would be. 

(9) A card is then read to obtain NDEF, the number of cards following 

which contain documentation that is to be printed out, such as 

parameter definitions. Must be zero or larger. 

(10) Finally NDEF cards are read to obtain the documentation that is 

to be printed out. Each card contains 60 characters, any of 

which can be blank. 
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TABLE A-6: FORMATS FOR SEPSIM DATA DECK (WATFIV VERSION) 

No. of Cards 

1 

NCS for each 
stream 

NCS 

NCE for each 
equipment vector 

NCE 

NCA for each 
additional eqpt. 
vector (zero if 
AEN is not used) 

NCA (zero if 
AEN is not used) 

NCS 

one for each row 
of process matrix 

Variables Format 

alphanumeric title 24A3 

NAMESN(1 to 15) 15A4 

KSETS,KRUN,NELMAX,NEMAX,NSLMAX,NSMAX,N<dAEN 813 

SN 8F10.3 

zero or blank 8F10.3 

EN 8F10.3 

zero or blank 8F10.3 

AEN 8F10.3 

zero or blank 8F10.3 

NDEF 

EPS 

K.NE,NAME,III,SN1
in...SN5

in,SN1°
Ut. 

99 

NDEF 

alphanumeric documentation 

.SN 

8F10.3 

out 214,2X, 
2A3.11I4 

14 

free(integer) 

15A4 



A-42 

A.5.2 Standard Version: 

The data deck will be described in detail and then summarized 

in Table A-7 showing the formats. 

(1) First a title is read in, consisting of 80 alphanumeric charac

ters, any of which can be blank. This is for documentation pur

poses: it appears at the beginning of the printout and helps 

the user identify data decks by just looking at the top card. 

(2) Then the following variables are read in, in the order given: 

KRUN: for documentation, appearing as "run number" in the 

printout. 

KSETS: the subroutine action signal. 

NEMAX: the highest equipment vector identification number, 

i.e. the highest value of NE, used for EN. Must be 20 

or less. 

NSLMAX: the length of the stream vector. . Must be 25 or less. 

NSMAX: the highest stream vector identification number, i.e. 

the highest value of NS occurring in SN. Must be 75 

or less. 

(3) Next the process matrix is read in, one card for each row. The 

subroutine name must be right-adjusted in the 6 spaces provided 

for it. 

After the process matrix is read in, the procedure is ended 

with a card containing the number 99 where K would be. 

(4) Then the equipment vectors in EN are read in. For each vector, 

only as many cards as it requires are used. The first element 

of each vector is the equipment vector number (NE), and the 

second must be the length of the vector. The vectors need not 

be entered in numerical order. If a vector will occupy more than 

one row of EN, each new row must start with a new card. 

After all the EN vectors are read in, the procedure is 

ended by one blank card. 

(5) Next the rows of AEN are read in, using only as many cards as 

required for each row. The first element of each row is the 

row number. The second element must be the vector length, which 

must be 40 or less. 
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After all the AEN rows are read in, the procedure is ended 

by one blank card. 

The vector NAMESN, which contains the stream vector element 

names, is then read in. Let NCS be the number of cards required 

to enter a stream vector, if each card contains 8 elements except 

possibly, for the last card. Then NCS cards are read to obtain 

NSLMAX names for NAMESN. Each name has 4 characters, any of 

which can be blank. 

Then the initial values for the SN matrix are read in, NCS cards 

for each stream vector. Streams which are external inputs (feed 

streams) to the process system must be fully given. All other 

streams should be given rough estimates of their final values, if 

possible, in order to speed convergence; otherwise they may be 

entered as zero. The first element of each vector is the stream 

number, and the second element must be blank (The second entry in 

each SN vector is never used by SEPSIM. The actual stream para

meters are started in the third entry because this is what is 

required in some other simulation executive programs, and we 

want to promote the compatibility of process subroutines with 

different simulation executive programs). The stream vectors 

need not be entered in numerical order. 

After all the SN vectors are read in, the procedure is 

ended with NCS cards in which at least the first entry, as for

matted for a stream vector, is blank or zero. 

Next the vector EPS of convergence tolerances is read in: one 

element for each element of the stream vector. This will require 

NCS cards in all. The first 2 elements of EPS can be blank or 

zero, as the corresponding elements of the stream vectors are 

never tested for convergence. Typical values for the rest would 

be 0.1 (107o) for a first run, decreasing in subsequent runs. 

Finally NDEF is read in, followed by NDEF cards containing alpha

numeric documentation, such as parameter definitions, to be 

printed out in addition to the data already read in and printed 

out. Each of the NDEF cards contains 80 characters, any of 

which can be blank. 
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(10) The da ta deck must be ended by a card i n d i c a t i n g whether another 

da ta deck follows for another s imula t ion in the same computer 

run. If t h i s card has the word M0RE in the f i r s t 4 columns, 

SEPSIM w i l l s t a r t reading another da t a deck s t a r t i n g wi th the 

t i t l e card (see (1) above) ; o therwise the computer run i s ended. 

TABLE A-7: FORMATS FOR SEPSIM DATA DECK (STANDARD VERSION) 

No. 

one 
of 

of 

1 

1 

Cards 

for each row 
process matrix 

1 

Variables Format 

alphanumeric t i t l e 20A4 

KRUN,KSETS,NEMAX,NSLMAX,NSMAX 513 

K,NE,NAME,III,SN1
ln...SNI.

in,SN1
OU,:...SN ° U t "J*??;, 

1 5 1 5 2A3,11I4 

99 14 

EN 8F10.3 

blank or zero 8F10.3 

AEN 8F10.3 

blank or zero 8F10.3 

NAMESN 8(A4,6X) 

SN 8F10.3 

blank or zero 8F10.3 

EPS 8F10.3 

NDEF 14 

alphanumeric documentation 20A4 
indicator whether to continue with following A4 
data deck 

as required for 
each equipment 
vector 

as required for 
each additional 
data row 

NCS 

NCS for each 
stream vector 

NCS 

NCS 

NDEF 
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A.6 Source Program Listing of SEPSIM Executive 

A.6.1 WATFIV Version: 

The following 9 pages reproduce the source program listing. 

C SEPSIM 
c 
C A SHOi.T EKECUTIVL CKCiiKA.M h'Ok SIMULATION OF 
C CHF.M1CAI. P k O C l S - i l ' S 
C 
C T H I S PROGRAM IS I N U M l F l ! TO A S S I S T IN 
C ORCANI/.I N(i AVI) EXICI'TINC I 'KCCFSo S IMULATION. IT 
C ORIGINATED I HUM A NEED FOR A 
C PROG HAM WHICH COULD Hli RUN ON A COMPUTER WITH A S4ALI, 
C FAST ACCESS STORAGI C AP A I- I 1.1 T Y AND ONF. WHO.iF 
C LOGIC COULD rtL UFSC «'I IlKD EASILY FOR TEACHING 
C SIMULATION. THL PkOCPAM IS SUITAULE POK HANDLING 
C SIMf'LF NETWORKS 
C 
C LOGIC FOR HANDLING NESTFD LOOP:; HAS KEEN ADAPTED FROM 
C A PROCESS DESIGN EXFLUTIVL VP1TTEN HY PCEHXT S:41TH (U.S. 
c D E P T . or i.vrrvioK-, F . W . P . C . A . POIJLI CATION # w p - 2 0 - l i ) . 
C NAMES OF ARRAYS, VECTORS, TRANSFER OF 
C DATA TO AND FKOM MODEL SUIIKCUT I NL S HAVE 11EEN TAKFN 
C FROM THE PACER Sl.'.;ULAT'ON EXECUTIVE DEVELOPED liY PKOF. 
C PAUL SHANVO.N ( l>... . •• i '' COLLEGE, NF.U HAMPSHIRE). THE 
C PURPOSE OF THIS VAS TO PERMIT THE USE OF SUii^OUT I NfcS WRITTEN 
C FOR PACER WITH SEPSIM. KFCFNT SEPSIM MODIFICATIONS 
C MAKF THIS NOLC.NGF.U POS3I-ELE, ALTHOUGH SUUrtOUTlNES FOK BOTH 
C EXECUTIVES REMAIN VERY SIMILAR. 
C 
C NUMEROUS COMMENT STATEMENTS HAVE ilEFN ADDED TO EXPLAIN 
C THF STRUCTURE OF SEPSIM TO THE USER. FOR FURTHER DETAILS 
C ON LOGIC OR ON THE USE CI- THIS EXECUTIVE, CONSULT 
C THE SEPSIM USER'S MANUAL 
C 
c 
C MODIFIED AND UPDATED AUGUST 1H69, FURTHER .MODIFICATION HY PLS 
C JANUARY 1970 AND MAY 1U73 
C 
C SEPSIM COMMON AND DIMENSION DECK 
C 

DIMENSION NAMLC SO ),NA IF2( 50 ), TITLE! 24 ), AEN( 2,40 ),PAPER( 2,10) 
DIMENSION SN( 7 5, 25),FN( 20, 20 ),M'APFI<( 20 ) 
DIMENSION NPROCS( 1 4 , 5 0 ) , F PS( H) ) , LOOP( 10 ), 1FLUNC 10 > 
DIMENSION STK.4K 5,25 ),STkMO( 5,25 ) 
DIMFNSION NAMEN( 20,20 ), KAML'&M 25 ),NAWDEM 15 ),KI Y( 20 ) 
COMMON SN,EN , STRM I , ST R'-IC , AF.N , M N ,NOUT ,NE 
COMMON NAME,NAME2,TITLE.PAPER, NPAPLF,NPROCS,FPS,LOOP,IFLUN,NUMPK 
COMMON K SETS, k RUN , M L 4A\ , NEMAX ,.\SL.MAX, N S M A X , N O A E N 
COMMON NA MEN , NA.-iF i,N , N A I CCF , kl Y , NONAME 
INTEGER NONAME/'XXXX'/ 

C 
C A TYPICAL COLUMN OF T.'l!: PROCESS MATKIX IS AS FOLLOWS 
C I. IDENTIFICATION OF STAPT AND END OF RECYCLE LOOP 
C 2. EOUIPMENT IDENTIFICATION NUMMER 
C 3. MODEL SUbROUT I NE NAML (REPLACED HY A NU-IHER 
C AT THE HEG INNING CF THE PROGRAM). 
C 4. CLASSIFICATION OF PROCESS UNIT WITH RESPECT TO 
C RECYCLE LOOPS 
C S. FIRST INPUT STkEAM 
C ETC. UP TO fl 
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C 1 0 . M U S T OUTPUT STKFAM 
C E T C . UP TO 14 
C 
C SIMULATION CALCULATIONS ASH COM-KULLEl) TliKOUL.ll i l l I S MATRIX 
C NAMING OF tiUi»KCHITI \ I li 

CALL NOMHM 
KLAD( r.,.'i.j i<>) r iTLr 

9330 FORMAT(21A3) 
C 
C RFAD NAMES OF STREAM VKCTOH PARAMETERS 
C 

READH00O,< NAM! SM 1 >, 1 = 1 , 15 ) 
8000 FOKMATi 15*4 ) 

C READ DIMFNSION AND OCNTkOL I'AKAMETKKS 
C 

frFAD 9303, KSET.S,K RUN, NELMAX,M MAX , NSL.MAX , NS.MAX, NOAEN 
8303 FORMAT!613 ) 

C INITIALIZING ARRAYS USED IN COMPUTATION 
C 

DO 6 J=l,20 
6 KFY<J> = 0 

1F( KkUN )9999,9310,9320 
9310 PRIM9311 
R311 FORMAT! //471INO .MORE RUNS WERE FOUND. THE JOH WAS TERMINATED) 
9320 CONTINUE 

DO 1002 1 = 1, NSLMAX 
DO 1001 J=l,3 
STk'MK J, I 1 = 0. 

1001 STRMOIJ,J 1 = 0. 
DO 1002 J=1,NSMAX 

1002 SN(J,I )=0. 
DO 1006 I=1,NFLMAX 
DO 1006 J=1,NEMAX 

1006 EN(J,I ) = 0. 
C 
C INPUT OF STREAM AND EQUIPMENT MATRICES 
C 

1 0 5 0 READ 9 0 0 1 , ( S T R M K 1 , I ) . 1 = 1 fNSLMAX ) 
J = S T R M I < 1 , 1 ) 
I F ( J 1 9 9 9 9 , 1 1 0 0 , 1 0 5 1 

1051 DO 10S2 1=1,NSLMAX 
1052 SN(J,I ) = STRMI( 1,1 ) 

GOTO 1050 
9001 FORMAT!8F10.3) 

C 
1100 READ 9001, < STKMK I ,1 ), 1 = 1 .Nlt.MAX ) 

J = STKMK 1,1) 
II-( J )9999, 1140, 1101 

1 1 0 1 DO 1 1 0 2 l = l , N E L M A X 
1102 EN< J, I ) = STRMI( 1 ,1 ) 

GOTO 1100 
C 
C INPUT OF ADDITIONAL EQUIPMENT MATRIX 
C 

1 1 4 9 I F ( N O A E N ) 9 9 9 9 , 1 1 7 0 , 1 1 5 0 
1 1 5 0 READ 9 0 0 1 , ( STRMK 1 , I ) , 1 = 1 ,NCAH.N ) 

J = S T K M T ( 1 , 1 ) 
I F ( J 1 9 9 9 9 , 1 1 7 0 , 1 1 5 1 

1151 DO 1152 t=l,NOALN 
1152 AEN(J,I )=STRMl< 1,I ) 

GOTO 1150 
C 
C INPUT OF TOLF.kA.NCF. VECTOR 
C 
1170 READ 9001,(FPSl I), 1 = 1,NSLMAX ) 

C 
C INPUT OF PROCESS MATRIX 
C ANY UNUSED STREAMS MAY EF LFFT HLANK 
C 

DO 1200 1=1,50 

http://TliKOUL.ll
http://TOLF.kA.NCF
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C IF MORli THAN 50 PkCCFSS UNITS NEEDED, CliANGF I, STATF.MFNT !210 
C ANU THE NPROC AND FN DlitNSIONS 

READ 900J,NP*Ot.S< t , I ),NI'r!lCS( 2, I ),NAMl'KC,< NI'VOCM J,l ),J = 4, 14 > 
0003 FORMAT! 21 1,SX,A3, 1 1 14 ) 

C CHUCK t NT FOR IN!) Ol I'l-OC KSS VATKIX 
IF( NPkOCSC 1 , I )-<Ji, )12 1'J, 1250,1210 

C GUAKDINC ACAINST TOO MANY PkOCLSS STEPS 
1210 IF( 1-50 ) 121 1 ,1 21 1 ,91*5*9 

C IDENTIFY I NO PROCESS TYPE 
1211 DO 120 1 J=1,50 

II ( N A V P R C - N A M E ! J ) > 1 2 0 1 , 1 2 0 2 , 1 2 0 1 
1 2 0 1 C O N T I N U F 

G O T O 9999 

1 2 0 2 N P K O C S ( 3 , I ) = J 
1 2 0 0 C O N T I N U F 
1 2 S 0 CONTINUF. 

N U M P R = I - 1 
C 
C 
C LAfeEL ALL STREAMS USED 
C 

DO 1 3 0 0 I=1 ,NUMPK 
DO 1 3 0 1 J = 5 , 9 
K=N >ROCS( J , I ) 
1 F < K ) 9 9 9 9 , 1 3 0 2 , 1 3 0 1 

1 3 0 1 S N < K , 1 ) = K 
1 3 0 2 DO 1 3 0 3 J = 1 0 , 1 4 

K = N P K O C S ( J , I ) 
I F ( K > 9 9 9 9 , 1 3 0 0 , 1 3 0 3 

1 3 0 3 S N ( K , l > = K 
1 3 0 0 CONTINUE 

C 
C SET UP INDICATORS TO CONTROL LOGICAL FLO* 
C 

K=0 
INDC=0 
IN=1 
1=0 

c 
58 IFLUNK=0 

C 
55 IFLUN( IN >=0 

KOUT=0 
C 
C 
C CALL IN A NEW COLUMN OF PROCESS MATRIX 
C 

S3 1*1+1 
IF( I-NUMPR )1399,1399,220 

1 3 9 9 K = N P R O C S ( 1 , 1 ) 
N E = N P f c O C S < 2 , 1 ) 
N D X = N P R O C S < 3 , 1 ) 
I I I = N P R O C S ( 4 , 1 ) 
IF<NDX-50 )9339,59,9999 

C 
C TRANSFER INPUT STREAM VECTORS TO STKM1 MATRIX 
C 
9339 DO 1400 J=S,9 

JIS=NPROCS(J,I ) 
IF<J IS )9999,1402,1401 

1401 NIN=J-4 
DO 1 4 0 3 J J = 1 , N S L M A X 

1 4 0 3 STPMK M M , J J )=SN< J I S , J J ) 
1400 CONTINUE 

C 
C TRANSFER OUTPUT STREAM VECTCrS TO STKMO MATIilX 
C 
1402 DO 1410 J=10,14 

JOS=SP!<ncS( J, I ) 
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IF< JOS)9i*D9, 14 J 2, 14 1 1 
1411 NOUT=J-y 

DO 1413 JJ=1 ,NSLMAX 
1413 STK>iO( NOUT,JJ ) = ̂ N( JOS, JJ ) 
1410 CONTINUE 
1412 CONTINUE 

S9 1F< K)S')1,77,S91 
C IF PROCESS IS NOT STAKT OK END OF LOOP, SKIP FOLLOWING 

591 IF(K-INDC)5H2,77,SD2 
C IF PROCESS IS END OF CURRENT LOOP, SKIP FOLLOWING 

592 IF( INDC )S94,5!)3,504 
C IF NO LOOP IS ACTIVE, MAKE ONE ACTIVF AND SKIP FOLLOWING 

593 INDC=K 
GOTO 77 

C ELSE DO BOOKKEEPING EOS NESTING OF LOOPS 
594 LOOP( IN )=INDC 

1N=IN+1 
INDC=K 
KOUT=0 
IF( IELUNK-1 )5»5»77,595 

C IF ANY EMBRACING LOOP HAS NOT CO.IVERCED, SKIP FOLLOWING 
5 9 5 IFLUNK=1FLUN( IN-1 ) 

C RESET CONVERCEKCE INDICATOR OF OUTERMOST LOOP 
C 

c 
C T1IIS IS WHERE EVEKYTHINS HAS SKIPPED TO 
C 

77 IF( K-INDC)5i>8,507,598 
C IF PROCESS IS STAKT OH END OF LOOP, INCREMENT KOUT 
C KOUT IS 1 AT THE STAKT OF A LOOP, 2 AT THE END 

597 KOUT=KOUT+t 
C CALL APPROPRIATE SUBROUTINE 

598 CALL SELECT(NDX ) 
C 
1000 IF(111-2)1011,80,1011 

C IF 111=2 UYPASS CONVERGENCE TEST 
1011 IF<NDX-5O)3i<21,120,y99» 

C IF DUMMY UYPASS CONVERGENCE TEST AND STREAM REPLACEMENT 
C 
C TEST FOK CONVERGENCE 
C 
3921 DO 3002 J=l,NOUT 

JOS=STRMO<J,l ) 
DO 3002 L=3,NSLMAX 
IF(STRMOCJ,L) )3001,3002,3001 

3001 IF( EPS( L >-ABS< ( STR.MOI J,L )-SN( JOS , L ) )/STKVO( J , L ) ) >70 , 3002 , 3002 
3002 CONTINUE 

GOTO 80 
70 IFLUNI IN)=1 

C 
C REPLACE STREAM VECTORS UY CALCULATED VALUES 
C 
80 DO 3010 J=l,NOUT 

JOS=STHMO(J,1 ) 
DO 3010 L=3,NSLMAX 

3010 SN<JOS.L> = STRMO( J,L> 
IF(111-2)120,55,120 

C IF NOT IN ANY LOOP GO DIRECTLY TO NEXT IkOCESS 
C 

120 IF<KOUT-2 )53,1428,53 
C IF NOT END OF LOOP GO TO NEXT PROCESS 
1428 IF( IFLUN( IN))1204,1251,1204 

C IF THIS LOOP HAS NOT CONVERGED THEN KEPEAT IT 
1251 IF( IFLUNKM21 ,1252, 121 

C IF PREVIOUS LOOP HAS NOT CCNVERo'ED THEN KEPEAT IT 
1252 IF( ITI-1 )121,160,121 
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C IF THIS LOOP HAS PRIMARY THEN RESET ALL INDICATORS 
C AND CO TO NEXT PROCESS 
C 
C FIND START OF CURRENT LOOP 
1204 1=0 
150 1=1+1 

IF<NPROCS( 1,1)-INDC)150,1205,ISO 
1205 1=1-1 

IF(NPROCS<4,1+1)-l )S5,5H,55 
C 
C RESET INDICATORS TO THOSE OF PREVIOUS LOOP 

121 INDC=LOOP( IN-1 ) 
KO0T=l 
1N=IN-1 
COTO S3 

C 
160 INDC=0 

COTO 58 
C PRINTOUT SUBROUTINE CALLED IJEKE 
C 

220 CONTINUE 
CALL RPRINT 

1913 RETURN 
9999 PRINT 9998 
9998 FORMAT!38U1IRRECULARITY IN DATA - JOH TERMINATFD) 

STOP 
END 

C 
SUBROUTINE KPRINT 

C PRINTOUT OF SEPSIM RESULTS 
C 
C SFPSIM COMMON AND DIMENSION DECK 

DIMENSION NAME! 50 ),NA*FC2< SO >,TITLE( 24 ) , AEM 2 , 40 ),PAPEK( 2,10 ) 
DIMENSION SN(75,25 ),FN( 20,20 ) ,NPAPER(20 ) 
DIMENSION NPROCS( 1 4 , 5 0 > , E P S < 3 0 ) , L O O P ! 1 0 > , I F L U M 1 0 > 
DIMENSION STRMK 5 , 2 5 ),STRMC< 5 , 2 5 ) 
DIMENSION NAMEM 2 0 , 2 0 ) , N A M E S N I 23 ),KAMUE1< 15 ) ,KEY( 2 0 ) 
COMMON S N , E N , S T R M I , S T K M C , A l i N , N I N , N O U T , N E 
COMMON NAME.NAML^.TITLE.PAPEK.Ni'APER.NPKOCS.IIPS.LOOP, IFLUN,NUMPR 
COMMON KSETS,kRUN,NELMAX,NEMAX,NSLMAX,NSMAX,NOAEN 
COMMON NAMEN,NAMESN,NAMDEF,KEY,NONAVIE 
PRINT 902 
DO 1 I=1,NUMPR 
K=NPROCS( 3,1) 

1 PRINT 903,NPROCS( 1, I ),NPkOCS( 2, I >,NAME2( K),NAME( K ), 
*(NPROCS< J , I ),J = 4, 14 ) 
READ,KDEF 
IF< NDEF )200,200,201 

201 PRINT199 
1 9 9 FORMAT( • • , / / / , 2 0 X , ' V A R I A I 3 L E D E F I N I T I O N S ' ) 

P R I N T 9 1 2 
DO 203 NCOUNT=l,NDEF 
READ202,NAMDEF 

202 FORMAT(15A4) 
203 PKINT204,NAMDEF 
204 FORMAT!'O*,10X,15A4> 
200 CONTINUE 

PRINT 904 
PRINT911 
DO 2 I=1,NEMAX 
IF(EN( 1,1 ) )2,2,3 

3 PKINT900,EN( 1,1) 
NTKY = IFIX( EN( 1,2) ) 
KEYS=KEY( I ) 
IF(KEYS )20,20,21 

21 PRINT905,( NAMEM KEYS,J ),EN( I,J >, J=l,NTKY > 
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CO TO 2 
20 PRINT905,! NONAME,EN! 1,J),J=1,NTKY) 

2 CONTINUE 
IF! NOAEN>4,4,5 

5 PRINT 901,TITLE,K.RUN 
PRINT 906 
DO 6 1=1,4 
IF( AEN< I,1 ))6,6,7 

7 PRINT 90S,!AEN< I,J>,J=l,NOAEN> 
6 CONTINUE 
4 CONTINOE 

9 PRINT 908 
PKINT912 
DO 12 I=1,NSMAX 
I F ( S N ( I , 1 ) ) 1 2 , 1 2 , 1 3 

1 3 P R I N T 9 1 0 , S K i I , 1 > 
P R I N T 9 0 5 , ! NAMESNI J ) , S N ( 1 , J ) , J = 3 , N S L M A X ) 

1 2 CONTINUE 
RETURN 

9 0 0 FORMAT! ' - • , 6 X , • PROCESS NUMUER • , l : 4 . 0 ) 
9 0 1 FORM 1T< 1 H 0 , 2 4 A 3 / 6 0 X , 3 H K U N , 1 4 / / ) 

9 0 2 FORMAT! 1H1 , 2 2 X , 3 7 H l N P U T P R O C E S S M A T R I X / / 1 1 1 0 , 
*8ULOOP N O . » 2 X , 9 H E Q P T . S O . , 2 X , 1 2 H P K O C E S S NA ' E , 2 X , 9 H L O O H l N D . f 

* 3 X , 1 3 H I N P U T S T R E A M S , 4 X , 1 4 H O U T P U T i l K E A M S / ) 
903 FORMAT! 3X,13,8X,I3,8X,2A3,«X,I2,5X,5IJ,3X,5I3) 
904 FORMAT! •-• ,25X, 34IIOUTPUT EQUIPYHNT PANANiETE PS MATRIX/) 
905 FORMAT! ,0,,10X,A4,« = ',Fl-2«-*»10XfA4,« = «trl2.4> 
906 FORMAT! 1H0, 10X,44HINPUT ADDITIONAL EQUIPMENT PARAMETERS MATK1X/) 
908 FORMAT! ' 1» ,25X,33llKFSULTS - STKHA4 VARIABLES MATRIX/) 
910 FORMAT! '-• ,6X, 'STREAM NL'MDER • ,F4 .0 ) 
911 FORMAT!1 ',24X,« •) => 
912 FORMAT! • • , 18X, • • ) 

END 
C 

SUBROUTINE SELECT! NDX> 
C THIS SUBROUTINE CALLS THE SUBROUTINE CORRESPONDING TO NDX 
C 

COTO!2001,2002,2003,2004,2005,20 06,2007,2008,2009,20 10, 
* 201 1 ,2012,2013,2014,2015,2016,2017,2018,20lL>,2020, 
* 2021,2022,2023,2024,2025,2026,2027,202H,2029,2030, 
* 2031,2032,2033,2034,2035,2036,2037,2038,2030,2040, 
* 2041,2042,2043,2044,2045,2046,2047,2048,2049,2050),NDX 

2001 

2002 

2003 

2004 

2005 

2006 

2007 

2008 

2009 

2010 

2011 

2012 

CALL 
GOTO 
CALL 
COTO 
CALL 

MIXER3 
1000 
PR I STL 
1000 
TRFLTR 

GO TO 1000 
CALL 
GOTO 
CALL 
GOTO 
CALL 
GOTO 
CALL 
COTO 
CALL 
GOTO 
CALL 
COTO 
CALL 

ACSLDl 
1000 
ACSLD2 
1000 
DIGSTR 
1000 
CHLOR 
1000 
SECSET 
1000 
BFLTEK 
1000 
VACFL 

GO TO 1000 
CALL 
GOTO 
CALL 
GOTO 

MECFIL 
1000 
DRYER 
1000 
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2013 CALL THICK 
COTO 1000 

2014 CALL WASHR 
GOTO 1000 

2015 CALL XFLOT 
COTO 1000 

2016 CALL HIOXP 
CO TO 1000 

2017 CALL COAG 
GOTO 1000 

2018 CALL XFLOC 
COTO 1000 

2019 CALL PHCONT 
COTO 1000 

2020 CALL ADSORP 
GOTO 1000 

2021 CALL DIALS 
GOTO 1000 

2022 CALL STRIP 
GOTO 1000 

2023 CALL XCHAM 
COTO 1000 

2024 CALL XCIN 
GOTO 1000 

2025 CALL XTRANS 
GOTO 1000 

2026 CALL DSTILl 
GOTO 1000 

2027 CALL FLASH 
GOTO 1000 

2028 CALL XTSAC2 
GOTO 1000 

2029 CALL CRYST 
COTO 1000 

2030 CALL BLOW2 
GOTO 1000 

2031 CALL COOL4 
GOTO 1000 

2032 CALL REACT1 
GOTO 1000 

2033 CALL UNAMEO 
GOTO 1000 

2034 CALL UNAME1 
GOTO 1000 

2035 CALL UNAME2 
COTO 1000 

2036 CALL UNAME3 
GOTO 1000 

2037 CALL UMAME4 
COTO 1000 

2038 CALL UNAME5 
GOTO 1000 

2039 CALL USAME6 
GO TO 1000 

2040 CALL UNAME7 
GOTO 1000 

2041 CALL UNANE8 
GOTO 1000 

2042 CALL UNAME9 
2043 CONTINUE 
2044 CONTINUE 
2045 CONTINUE 
2046 CONTINUE 
2047 CONTINUE 
2048 CONTINUE 
2049 CONTINUE 
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2050 CONTINUE 
1000 RETURN 

END 

C 
C 
c 
c 
c 
c 
c 
c 

SUBROUTINE NOMEN 

FORTRAN IV 

THIS SUBROUTINE 
THL ARRAYS NAME 

INITIALIZES THI. 
AND NAMH2 

NAMES OF SUHVOUTINES NEEDED FOR 

SEPSIM COMMON AND DIMENSION DECK 

DIMENSION NAS<E( 5 0 ),NAMK2< 5 0 ) , i I rLL( 2 4 
DIMENSION SN( 7 5 , 2 5 ) , 1 N ( 2 0 , 2 0 ) ,SPAPEfc< 
DIMENSION NPKOCSC 1 4 , 5 0 ) ,1-HSf JO ) , L u o l M 
DIMENSION ST:*MI< 5 , 25 ) , S T K M O ( S , 2 5 ) 
DIMENSION NAMEM 2 0 , 2 0 ) ,NAMESM 23 ),NAM 
COMMON S N , E N , S T R M I , STK'MC , A EN , M N , SOI'T 
COMMON NAME, NAME2, Tl TLE , PAPEK' , NPAPE R , 
COMMON KSETS,KRUN,NELNAX,NEMAX,NSLMAX 
COMMON NAMEN,NAMFSN,NAMDEK,KEY tNONAME 

) , A E M 2 , 4 0 ) , PAPKR( 2 , 10 ) 
2 0 ) 
10 >,IFLUN< 1 0 ) 

DH.J ( 15 ) , K L Y ( 2 0 > 
,NE 
N P k O C o , E P S , L O O P , I F L U N , N U M P < * 

INTEGER 
*» 

*• 
*• 
*• , 

*• , 
*», 

•ACS*, 
•CFL«, 
• BI«, 
•ALS», 
• FL«, 
•CT1«, 
•UNA1, 
• » 
• • 

1 1 = 1 

SNAMES( 
•LD2*, 
•MEC , 
•OXP', 
• ST* , 
• ASH', 
•UNA4, 
»ME5«, 
• > . 

1 0 0 )/'MIX« 
D I G * , ' S T R * 
HL 1,' D8' 
C,»OAG» 

RIP',' X C 
XTR',* AC2« 
NEO*,'UNA* 
UNA','ME6' 

• E k 3 « , •Pk'I* 

• CIl't'LOK1 

•YtR',' TH' 
• XF • , « L O C » 
• HAN',« X« 

CR< 'YST 
•ME1•,'UNA' 
•UNA*,«ME7« 
• ' - » • 

,NSMAX 

,«STL« 
, •SEC 
,'1CK« 
, 'PJiC 
, • C I N • 
,» U L " 
, « M E 2• 
,'UNA' 
. • • 

DO 1 1=1,50 
NAME( I )=SNAMES( I+I ) 
NAME2( I )=SNAMES( I+ 1-1 ) 
RETURN 
END 

NOAEN 

• TK1- • ,'i. .,i' , «ACS» 
•SKT« , •HFL1 , »TF.R' 
• Mr A* , 'SliR' , * XE» 
'ONT' , • ADS' , 'Ok'P« 
•XIH' , •ANS' , *DST« 
»0»2',• CO',«OL4» 
•PNA','Mf3','UNA' 
•Mt S« , 'UNA' , 'JlkS)' 

•LD1 
• VA 
•LOT 
• 01 
•ILI 
•REA 
•ME4 

C THE FOLLOWING 
C IN SUBROUTINE 
C 

SUBROUTINE UNAMEO 
RETURN 
END 
SUBROUTINE UNAME1 
RETURN 
END 
SUBROUTINE UNAME2 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE UNA.ME6 
RETURN 
END 
SUBROUTINE UNAME7 
RETURN 
END 
SUBROUTINE UNAME8 

SUBROUTINES ARE 
SELECT... 

DUMMIES TO PACIFY UNUSED CALL STATEMENTS 

UNAME3 

UNAME4 

UNAVE5 



A 

KFTUKN 
END 
SUBROUTINE UNA.MKD 
RETURN 
END 
SUBROUTINE RHACTI 
RETURN 
END 
SUBROUTINE COOL4 
RETURN 
END 
SUBROUTINE BLOW2 
RETURN 
END 
SUBROUTINE CRYST 
RETURN 
END 
SUBROUTINE XTRAC2 
RETURN 
EN"> 
SUBROUTINE FLASH 
RETURN 
END 
SUBROUTINE DSTILl 
RETURN 
END 
SUBROUTINE XTRANS 
RETURN 
END 
SUBROUTINE XCIN 
RETURN 
END 
SUBROUTINE XCHAN 
RETURN 
END 
SUBROUTINE STRIP 
RETURN 
END 
SUBROUTINE DIALS 
RETURN 
END 
SUBROUTINE ADSORP 
RETURN 
END 
SUBROUTINE PHCONT 
RETURN 
END 
SUBROUTINE XFLOC 
RETURN 
END 
SUBROUTINE COAO 
RETURN 
END 
SUBROUTINE BFLTER 
RETURN 
END 
SUBROUTINE MIXEM3 
RETURN 
END 
SUBROUTINE PRISTL 
RETURN 
END 
SUBROUTINE ACSLDl 
RETURN 
END 
SUBROUTINE DIGSTR 
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c 
c 
c 
c 

RETURN 
END 
SUBROUTINE UIOXP 
RETURN 
END 
SUBKOUTINE XFLOT 
RETURN 
END 
SUBROUTINE VASHK 
RETURN 
END 
SUBROUTINE THICK 
RETURN 
END 
SUBROUTINE DRYER 
RETUHN 
END 
SUBROUTINE MECFIL 
RETURN 
END 
SUBROUTINE VACFL 
RETURN 
END 
SUBROUTINE SECSET 
RETURN 
END 
SUBROUTINE CMLOR 
RETURN 
END 
SUBROUTINE ACSLD2 
RETURN 
END 
SUBKOUTINE TRFLTR 
RETURN 
END 
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A.6.2 Standard Version; 

The following 10 pages reproduce the source program listing. 

c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c*** 
c 

SEPSIM 

A SHORT EXECUTIVE PKOGKAM FOR SIMULATION 
CHEMICAL PRCCFSSES 

OF 

IN 

TUIS PkOGRAM IS INTENDED TO ASSIST IN 
ORGANIZING AND EXECUTING PROCESS SIMULATION'. IT 
ORIGINATED FROM A NEED FO'( A 
PROGRAM WHICH COULD HE RUN ON A COMPUTER WITH A SMALL 
FAST ACCESS STORAGF CA'MHILITY AND ONL WHOSE 
LOGIC COULD Hi: DESCRIBED EASILY FOR TEACHING' 
SIMULATION. THE PROGRAM IS SUITABLE FOR HANDLING 
SIMPLE NETWORKS 

LOGIC FOR HANDLING NFST 
A PROCESS DESIGN EXECUT 
DEPT. OF INTEh'IOK, F.Vf. 
NAMES OF ARRAYS, VECTOR 
DATA TO AND FROM MODEL 
FROM THE PACFk SIVL'LATI 
PAUL SHANNON ( DARTMOUTH 
PURPOSE OF THIS WAS.TO 
FOR PACER WITH SEPSIM. 
MAKE THIS NOLONGER POSS 
EXECUTIVES REMAIN VERY 

ED LOOPS HAS BEEN ADAPTED FROM 
IVF. WRITTEN BY RObErfT SMITH (U.S. 
P.C.A. PUHLICATION = WP-20-14). 
S, TTAN'SFER Ol 
SUBROUTINES HAVE BEEN TAKEN 
ON EXECUTIVE DEVELOPED IiY PROF. 
COLLEGE, NEW HAMPSHIRE). THE 

PERMIT THE USE OF SUBROUTINES WRITTEN 
RECENT SEPSIM MODIFICATIONS 
IDLE, ALTHOUGH SUBROUTINES FOR BOTH 
SIMILAR. 

NUMEROUS COMMENT STATEMENTS HAVE BEEN ADDED TO EXPLAIN 
THE STRUCTURE OF SEPSIM TO THE USER. FOR- FURTHER DETAILS 
ON LOGIC OR ON THE USE OF THIS EXECUTIVE, CONSULT 
THE SEPSIM USER'S MANUAL 

MOD1FIFD AND UPDATED AUGUST 1963, FURTHER MODIFICATION BY PLS 
JANUARY 1970 AND MAY 1H73 , REVISED AGAIN OY JIM ALI 

FEB/74 AFTER EXPERIENCE IN THE SIMULATION WORKSHOP AT CCIW. 
THIS REVISION MAY 1 f>74 FOR PUHLICATION OF NEW USERS MANUAL. 
A TYPICAL ROW OF THE PROCESS MATRIX IS AS FOLLOWS 
1. IDENTIFICATION OF START AND END OF RECYCLE LOOP 
2. EOUIPMKNT IDENTIFICATION NUMBER 

3. MODEL SUBROUTINE NAME, < KEPLACED BY A NUMBER 
AT THE BEGINNING OF THE PROGRAM). 

4. CLASSIFICATION CF PROCESS UNIT WITH RESPECT TO 
RECYCLE LOOPS 

5. FIRST INPUT STREAM 
ETC. UP TO f» 
10. FIRST OUTPUT STREAM 
ETC. UP TO 14 

SIMULATION CALCULATIONS ARE CO.MTROLLFD THROUGH THIS MATRIX 

SPM0O0IO 
SPHOC020 
SPM00030 
SPM00040 
SPM00050 
SPM00060 
SPM00 070 
SPM00080 
SPMOOOOO 
SPM00100 
SPM00110 
SPM0012C 
SPM00130 
SPM00140 
SPM00150 
SPMC0160 
SPM00170 
SPM00180 
SPM001P0 
SPMG0200 
SPM00210 
SPMC0220 
SPM00230 
SPMC0240 
SPM002S0 
SPM00260 
SPM00270 
SPM00280 
SPM00290 
SPMCO30P 
SPM00310 
SPMOOJ20 
SPV00330 
SPM00340 
SPM00350 
SPMOO.ltC 
SPN00370 
SPM00380 
SPM0039O 
SPMC040C 
SPM00410 
SPM00420 
SPM00430 
SPM00440 
SPM00450 
SPM00460 
SPM00470 
SPM00480 
SPM0IJ490 

****SPM00500 
SPM00510 

AN 
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DECLARATION OF V A R I A B L E S 

THE COMMON BLOCK PRODAT I S TO IIli A V A I L A B L E TO PROCESS 
S U B R O U T I N E S . . . T H I S STATEMENT VUST APPfcAK IN THEM A L S O . 

COMMON/PKODAT/STK.VH 5 , 2 5 ) , S N < 7 5 , 2 5 ) , P A / T R l 2 , 1 0 ) , A E M 2 . 4 0 
* S T R M O ( S , 2 5 > , E.\( 2 0 , 2 0 ) , NPAPF. ?< 2 0 ) , K S F T S , N 

C THE COMMON BLOCK EQPKAM I S TO HE AVAILABLE TO Tllli BLOCK D \ T A 
C SUBPROGRAMS S U P P L I E D * 1 T H THE P K 0 C F 3 S S U B P O U T 1 N L S . . . T H I S STATIC JEN 
C MUST APPEAR IN THEM A L S O . 

COMMON/tOPKAM/NAVTM 5 0 , 2 0 ) 
C THE COMMON ULOCK NITNAM I S TO UF A V A I L A B L E TO THE BLOCK DATA 
C SUBPROCKAM S U P P L I E D » I Til SUBROUTINE S E L E C T . . . T H I S STATEMENT APPE 
C I N THAT BLOCK. 1'ATA SUBPROGRAM A L S O . 

COMMON/SI TN'AM/ \'AME2< =!0 > , N A M t ( 5 0 ) 
C THE FOLLOWING APRAYS ARE NOT NEPDID OUTSIi>E THE MAIN PROGRAM. 

D I M I N S I O N T I T L E ( 2 0 ) , I I L U N ( I O ) , NPVOCS< 1 4 , 5 0 ) , N A M E S N ' ( 2 5 > 
* N A U D E F ( 2 0 ) , E P S < 4 0 > , L O O P < 1 0 ) , S< 1 0 ) , X ( 1 0 ) 

DATA IQMO*r. /4 l IMOKF/ 
C * * * * ^ * * * * * * * * * * ^ * * * * * * * * * * * * * * * * * * ^ * : * * * * * * * * * * * * * * * * » * * * * * * * • * * = « : * * * * 
C 
10000 READ (5,202) TITLE 
C READ DIMENSION AND CONTROL PATAiETEKS 

READ ( 5,9.103 )KRUN,KSFTS,NEMAX,NSLMAX,NSNAX 
WKIT£( 6,901 ) TITLE, KPUN,KSfTS,NK MAX, NSL MAX, NSM AX 

C FIPST INITIALIZE TO ZERO SO THAT UNUSEU KO#S WILL NOT BE UNDEf 
DO 1006 J=l,NFVAX 

1006 EN(J,1 ) = 0. 

AKS 

C 
c 
c 

INPUT OF PROCESS MATRIX 

DO 1200 1=1,50 
READ ( 5,9003)NPROCS( 1 ,I ) ,NF,KAMPKC,( NPROCS(J,I ),J = 4,14 

; CHECKING FOR END OF PROCESS MATRIX 
IF(NPKOCS( 1,1 >-99)12t0,1250,1210 

; IDENTIFYING PROCESS TYPE 
1210 DO 1201 J=1,S0 

IF(NAMPRC-NAME<J ) ) 1201,1202,1201 
1201 CONTINUE 

GOTO 99P9 
1202 NPROCSC 3,I ) = J 

EN( NE, I ) = FLOATl J) 
NPROCS( 2,I ) = NE 

1200 CONTINUE 
1250 NUMPR=I-1 

PRINT 002 
DO 1 I=1,NUMPR 
K=NPROCS( 3,i ) 

1 WRITE! 6,903 )NPkOCS( 1,1 ),NPKOCS( 2,I ),NAME2( K ),NAME(K ), 
»<NPROCS( J,I ),J=4, 14) 

I/O OF EQUIPMENT 
ONE ROW OF EN... 
ROW OF DATA ON A 

WRITE(6,904) 
1100 M=20 

N=8 
RFAD( 5,5(001 )RNK, 
NE=IF?X< RNE) 
1FCNE.LF.0)GO TO 
LN=IFIX(EPS( 2) ) 

VECTORS PERMITTING A VECTOk TO BF. STORED IN MORE 
M IS THE *IDTII Oh A ROW IN EN, N IS THE WIDTH OK 

CARD... ASSUMED THAT M GT N. 

(F»S( 1 ),1 = 2,N) 

114P 

SPW00520 
SPM00530 
SPM00540 
SPMOOsSO 
SPM00560 
SPMC0570 
SPMl'0580 
SPM00590 
SPM00600 
SPM00610 
SPM00620 
SPMC0630 
SPM00O40 
SPM00650 
SHM0066U 
SPM00670 
SPM00660 
SPM006JTO 
SPM00700 

****SPMC0710 
SPN00720 
SPM00730 
SPM00740 
SPM007S0 
SPMC0760 

IKEDSPM0077G 
SPM00780 
SPMOO7B0 
SPM00800 
SPM00 810 
SPW00820 
SPM00S3O 
SPM00840 
SPK0O&50 
SPM00S60 
SPMOOS70 
SPM00880 
SPMOOStJO 

SPM00900 
SPMOOylO 
SPM00920 
SPNOOSiOO 
SPMC0£4G 
SPM00!>50 
SPMOoye.o 
SPM00JJ70 
S P M P 0 B 8 0 
SPM009S«0 
S P M 0 1 0 0 0 
S P M 0 1 0 1 0 
S P M 0 1 0 2 0 

T11ANSPM01 0 3 0 
A S P M O l 0 4 0 

S P M 0 1 0 5 0 
S P M O l 0 6 0 
S P M C 1 0 7 0 
S P M O l U 8 0 
SPMOl 0i>0 
S P M O l 1 0 0 
S P M O l I 1 0 
S P M O l 1 2 0 
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1102 

1103 

1104 

DO 1 1 0 
E M NF-, 
N D X = 1 F 
I F ( L V . 
I F < L N . 
K » K * 1 
R E A O ( ? 
1 = 1 

WRITU< 
1 F ( L N . 
K = M*M 
N E = N E + 
I K L N . 
REAIX S 
* R I T E < 
I F ( L N . 
K=K*M 
CO TO 

2 1 = 2 , S 
1 ) = F P S ( I ) 
1X( FN< N F , 1 ) ) 
L T . M ) S i = I.N 
L E . N I C O TO 1 1 0 3 

, 0 0 0 1 >< E.N< N ' E . J ) , J = N,W ) 

6 , 0 " 5 > I , N A U F N < N D X . I ) , R N E , ( J , N A M U N C N D X , J ) , E K ( N K , J ) , J = 2 , M ) 
L F . V I G O TO 1 1 0 0 

L T . K ) M = L N - K * M 
, !>0( )1 )( F N ( . V E , J > , J = 1 ,M> 
6 , 9 0 0 4 > N E , < J , F N ( N E , J ) , J = 1 , M ) 
L K . K l G O TO 1 1 ^ 0 

1104 
C 
c 
c 

c 
c 
c 

I N P U T OF A D D I T I O N A L E Q U I P M F N T MATRIX 

1 1 4 9 KEAD< 5 , h 0 0 l ) K N E , < r P S < I ) , 1 = 2 , N ) 
N E = I I I X < KNF > 
I F < N E . L E . O ) C O TO 1 1 7 1 
L N = I F 1 X ( E P S < 2 ) ) 
I F ( L N . G T . 8 > K £ A D ( 5 , 9 0 0 1 ) ( E P S ( I > , 1 = 9 , L N ) 
W R 1 T F < 6 , 9 0 6 ) N E , L N f ( t , E P S ( I 1 , 1 = 3 , L N ) 
AEN< N E , 1 > = KNE 
DO 1 1 5 2 1 = 2 , L . V 

1 1 5 2 A E N < N F , I ) = EPS< I ) 
GO T O 1 1 4 9 

INPUT OF STREAM VECTOR PARAMETER NAMES NAMESN AND 
FIRST INITIALIZE TO ZEitO SO THAT UNUSED KOWS WILL 

1171 DO 1002 J=1,NSMAX 
1002 SN(J,l)=0. 

PEAD (5,8000) (NAMESN(I), 1=1,NSLMAX) 
1050 READ ( 5,9001 )( FPS( I ),1=1.NSLWAX ) 

J=IKIX(VPSi 1)) 
I F ( J > 9 9 9 9 , 1 0 5 3 , 1 0 5 1 

1051 DO 1052 1=1,NSLMAX 
1052 SN(J,I ) = EPS< I) 

GOTO 1050 
1053 WRITE! 6,!>07> 

D02I2 I=1,NSMAX 
NS=IFIX(S\( 1,1)) 
IF(NS.LE.O) GO TO 212 
WRITF.C 6,905 X J,NAMfcSN(J ) , SN( NS, J ) , J = 1 , NSLMAX ) 

212 CONTINUE 

C 
C 
C 

I N P U T OF TOLERANCE VECTOR 

READ< 5 , 9 0 0 1 ) ( E P S * I ) , 1 = 1 , NSLMAX ) 
W R I T E i 6 , 9 0 0 ) ( NAMFSNC I ) , E P S ( 1 ) , ! = 1,NSLMAX) 

SPM0113(' 
SPM01140 
SP.MC1 150 
SPVOllfoO 
SPM01170 
SPhOllHO 
SPMOllfJO 
SPM01200 
SPM01210 
SPMC1220 
SPM01230 
SPM01240 
SPM012S0 
SP.M01260 
SPM01270 
SPM012fc0 
SPM01290 
SPM01300 
SPM0131" 
SPM0132U 
SPM01330 
SPM01340 
SPM01350 
SPM013 60 
SPM01370 
SPM01380 
SPM01390 
SPM01400 
SPM014IO 
SPM01420 
SPM01430 
SPM01440 

MATRIX SN SPM01-45O 
NOT BE UNDEFINEDSPM01460 

SPM01470 
SPM01480 
SPM01490 
SPM01500 
SPM01510 
SPM01520 
SPM01S3O 
SPV01540 
SPN01S50 
SPM01S60 
SPM01570 
SI'MOISSO 
SPM01S90 
SPM01600 
SPM01610 
SPM01620 
SPM01630 
SPM01640 
SPM01650 
SPM01660 
SPM01670 
SPM01680 
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c 
c 

: I/O FOR SVPHLIFD MESSACI.'S FOB PRINTOUT 
READ (5,I i O t NOFF 
IF< NDFF > 2 0 0 , 2 0 U , 2 0 1 

2 0 1 WRITE< 6 , 1rf9> 
DO 2 0 3 SCOVNT=l,NDEF 
READC 5 t 2 0 2 >NAMDEF 

2 0 3 *RITF< f>,204 >NAMDr.F 
2 0 0 CONTINUE 

I N I T I A L I Z I N G ARRAYS USER IN COMPUTATION 
DO 1 0 0 1 1=1(NSLMAX 
DO 1 0 0 1 J = l , S 
STPMK Ji I ) = 0. 

1001 STRKOC JtI )=0. 
C INITIALIZING ARkAYS 

DO 1005 1=1,2 
DO IOCS J=l ,10 

1005 PAPLR( I,J > = 0.0 
DO 1007 1=1,20 

1007 NPAPEP( I ) = '• 
C* *#*********«•+•*** ***•******•********.-«*i.***** ****** Aval* ft**********:****: 

c 
WRITE(6,2000) 

C NOW SIMULATION BEGINS , 

FOR EXCLUSIVE U<311 OF PROCICSS SUUR0UTINE S 

SET UP INDICATORS TO CONTROL LOGICAL FLOW 

K=0 
IKDC=0 
IN=1 
1 = 0 

58 

55 

IFLUNK=0 

IFL0N( IN)=0 
KOUT=0 

C 
C 
C 

S3 

1399 

C 
C 

c 

CALL IN A NEW COLUMN OF PROCESS MATRIX 

1 = 1 + 1 
IFlI-NUMPR)13»S,1399,220 
K=NPROCS< 1,1) 
NE=NPKOCS< 2,I > 
NDX=NPROCS< 3,1 > 
III = NpaOCS( 4,1 ) 
IF< NDX-50)fl33y, Si>,999!> 

TRANSFER INPUT STkEAM VECTORS TO STRM1 MATK1X 

9339 DO 1400 J=5,9 
JIS=NPROCS( J,I ) 
IF( JIS)9f>»ft, 1402, 1401 

1401 NlK=J-4 
DO 1403 JJ=1,NSLMAX 

1403 STRMK SIN, JJ )=SN( JI3, JJ ) 
1400 CONTINUE 

SPM01690 
SPN01700 
SPM0I710 
SPV01720 
SPM01730 
SPM01740 
SPM01750 
SPNC1760 
SPM01770 
SPM01780 
&PM017M) 
SPM01SfO 
SPM01S10 
SPV01S20 
SPMC1830 
SPV01840 
SPV01K50 
SPM01860 
SPM01S70 
SPMG1X80 

"**«SPM01S5>0 

SPMOlflOO 
SPM0,liU0 
SPM01920 
SPM01030 
SPM01t'40 
SPM01950 
SPM019fcO 
SPM01970 
SHM01980 
SPM01990 
SPN02000 
SPJI0201P 
SP.M02020 
SPM02030 
SPM02040 
SPM02050 
SPV02060 
SPN02070 
SPM02080 
SPM02090 
SPM02100 
SPM02110 
SPM02120 
SPM02130 
SPW02140 
SPM02150 
SPM'021(>0 
SPM02170 
SPM02180 
SPM02190 
SPN02200 
SPM02210 
SPM02220 
SPMO2230 
SPMC2240 
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c 
c 
c 
1402 

1411 

1413 
1410 
1412 
59 

S9t 

592 

S93 

594 

595 
C 
C 
C 
c 
c 

c 
c 

TRANSFER OUTPUT STREAM VECTORS TO STRMO MATRIX 

DO 1410 J=10,14 
JOS=NP»OCS(J,T) 
IF<JOS)9999,1412, 1411 
KOUT=J-y 
DO 1413 JJ=1,NSLMAX 
STKdO< NOUT,JJ )=SN(JOS,JJ) 
CONTINUE 
CONTINUE 
I K K )59l ,77,5H1 
IF PROCESS IS NUT START OR END OF LOOP, SKIP FOLLOWING 
1F( K- IN D O S S 2,77,592 
IF PROCESS 13 END OF CURRENT LOOP, SKIP FOLLOWING 
IF< INDC>594,5«)3,594 
IF NO LOOP IS ACTIVE, MAKE ONE ACTIVE AND SKIP FOLLOWING 
INDC=K 
GOTO 77 
ELSF DO noOKKEEPING FOR NESTING OE LOOPS 
LOOP( 1N)=INDC 
IN=IN+1 
INDC=K 
KOUT=0 
IF( IFLUNK-1 )595,77,595 
IF ANY EVBkACING LOOP HAS NOT CONVERGED, SKIP FOLLOWING 
IFLUNk=lFLUM 1N-1 ) 
RESFT CONVERGENCE INDICATOR OF OUTERMOST LOOP 

THIS IS WHERE EVERYTHING HAS SKIPPED TO 

77 IF<K-INDC)59S,597,598 
IF PROCESS IS START OR END OF LOOP, INCREMENT KOUT 
KOCT IS 1 AT THE START OF A LOOP, 2 AT THE END 
KOUT=KOUT+l 
CALL APPROPRIATE SUDROUTINE 
CALL SELECT( NDX) 

597 

598 

C 

C 
1 

C 
C 
C 
C 

1011 

1F(111-2)1011,S",1011 
IF 111 = 2 HYPASS CONVERGENCE TEST 
IF(NDX-50)3E21,120,9999 
IF DUMMY BYPASS CONVERGENCE TEST 

TEST FOR CONVERGENCE 

AND STREAM RF.PLACEMENT 

3921 DO 3002 J=1,NOUT 
JOS=STRMO(J,1 ) 
DO 3002 L=3,NSLMAX 
IF(STRMO( J,L) 130^1 ,3002,3001 

3001 1E<FP£( L)-AnS( ( .VTRMO( J,L)-SN( JOS,L) )/STK.MO( J, LI 1)70,3002,3002 
3002 CONTINUE 

GOTO 80 
70 IFHIN4 IN 1=1 

C 
C REPLACE STRFAM VECTORS HY CALCULATE!) VALUES 

SPM02250 
SPM02260 
SPM02270 
SP>4C2280 
SPM022i>0 
SPV02300 
SPM02J10 
SPM02J20 
SP*02330 
SPM02340 
SP.W02J50 
SPM02360 
SPM02370 
SP<4 02380 
SPM02390 
SPM02400 
SPMf.2410 
SPM02420 
SPM02430 
SPJI0244O 
SPNl>2450 
SPM0246C 
SPM024 70 
SPMf2480 
SPM02490 
SPMP2S00 
SPM02510 
SPMC2520 
SPMC2S30 
SPM02540 
SPM02SS0 
SP.M02560 
SPM02S70 
SPMC2560 
SPM02590 
SPMU26P0 
SPM02610 
SPM02620 
SPM02630 
SPM02640 
SPM02650 
SPM02660 
SPM02670 
SPM02680 
SPM02690 
SPM02700 
SPM02710 
SPMP2720 
SPM02730 
SPM02740 
SPM02750 
SPM02760 
SPM02770 
SPM027S0 
SPMP27P" 
SPM02&00 
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80 DO 3010 J s t t N u l ' T 
JOS=STSNO< J t 1 ) 
DO 3^10 L = 3.NSL:4AX 

3010 SN( JOS, L) = STk"IO< J , L > 
I F ( i n - 2 > i 2 0 , r . c , 120 

: IF NOT IN ANY LOOK GO DIRFCTLY TO NEXT 1'rtOCFSS 

1 2 0 I F ( k O U T - 2 ) S 3 , 1 4 2 8 , S 3 
II NOT END OF LOOP GO TO NFXT PROCKSS 

1428 I K IFLUS< IN ) 1 1 2 0 4 , 1 2 5 1 , 1 2 0 4 
IF THIS LOOP HAS NOT CONVFKlii;> THEN KLtT'AT IT 

1251 IF( 11 LUNKM21 , 1252 ,121 
IF PREVIOUS LOOP HAS NOT CONVFPlJF'J Tli^N kF.PFAT IT 

1252 IF( I I I - l ) 1 2 1 , 1 6 0 , 1 2 1 
IK THIS LOOP WAS PRIMARY THKN K5SET ALL INDICATORS 
AND CO TO NEXT PROCFSS 

: FIND STArtT OF CUkRENT LOOP 
1204 1=0 

ISO 1=1+1 
1F(KPVOCS( 1 , I I-INDC ) I S O , 1 2 0 5 , 1 5 0 

1205 1=1-1 
IF<NPkOCS<4,1+1 ) - l > 5 5 , 5 S , 5 5 

C 
C RESFT INDICATOKS TO THOSE OF PREVIOUS LOOP 

121 INPC=LOOP< l.N-1 ) 
KOUT=l 
IN=1N-1 
COTO 53 

C 
160 INDC=0 

COTO 5S 
220 CONTINUE 

C 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * « * * * * * * * * * * * * < < * * * * * * * * * * * * * 
C PRINTOUT OF SEPS1M RESULTS 

WRITE(6 ,908) 
DO 12 I=1,NSVAX 
NS=IFIX(SN( 1 , 1 ) ) 
l F ( N S . L t . O ) GO TO 12 
WRITTC 6 , 9 0 5 )< J,NAHF.SN( J ),SN( NS,J ) , J = l ,NSL«AX) 

12 CONTINUE 
WRITE< 6 , 9 1 0 ) 
NE=1 

15 NDX=IFIX(EN( NE , 1 ) ) 
IF(NDX.LE.O)CO TO 17 
LN=1FIX(EN(NE,2)) 
M=20 

IF< LN.LT.M)M = LN 
KNE=FLOAT<NK> 
1 = 1 
WRITF( 6,905)1,NAMEN( NDX,1 ),RNE,( J,NAMEM NDX.J ),FN( N E , J ) , J = 2 , M ) 

IF( L\.Li;.H)CO TO 17 
K=M + M 

16 NE=NE+1 

SPM02810 
SPM02S20 
SPM02S30 
SPM02840 
SPMP2SS0 
SPM02860 
SPM02S70 
SPM02SbO 
SPM02Sf'0 
SPMP2P0C 
SPV02910 
SPM02K20 
SPM02U30 
SPMO2b40 
SPM02!(50 
SPM02y60 
SPMP2H70 
SPM02980 
SPM02MH0 
SPM03OOO 
SPN03010 
SPM03020 
SPM03030 
SPMOJ040 
SPM03050 
SPM03060 
SPM03O70 
SPM03080 
SPH030J<0 
SPM03100 
SPM03110 
SPN03120 
SPM0313U 
SPM03140 
SPM03150 

•SPM03160 
SPH03170 
SPM03180 
SPN031S0 
SPM03200 
SPM03210 
SPM03220 
SPM03230 
SPM03240 
SPM032S0 
SPM03260 
SPMC3270 
SPMl'3280 
SPM0J2{)0 
SPM03300 
SPM03310 
SPM03320 
SPM03330 
SPM03340 
SPM033SP 
SPM03360 
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1F(LN.LT.K)M=LN-K+M SPM03370 
WRITE! 6,9004)NF,t J,FK!NE,J ),J=1,M> SPM03380 
IF!LN.LF.RlUO TO 17 SPM03380 
K=K*M SPM03400 
CO TO 16 SPM03410 

17 !F(KE.E0»NrMAX>GO TO 18 SPM03420 
KE=NE+1 SPM03430 
GO TO 15 SPM03440 

18 READ!5,911)MORE SPM034S0 
IF!MORE.FO.IOMOKE)CO TO 10000 SPM0J460 
STOP SPM03470 

9999 WkITE( 6,9998) SPM03480 
STOP SPMC3491 

C****t**»**********K***»*** ** FORMATS ***^****:»<*:*'':*'***K*******«-*V******SPM03500 
180 FORMAT! 1-4) SPM03510 

199 FORMAT! 1 H 0 / I H 0 , 2 0 X , 3 7 1 1 * * * * * P O C U M E N T A T I O N ****** / SPfc03520 
* l H 0 , 2 0 X , 3 7 i I / / > SPM03530 

2 0 2 FOKHAT(20A4) SPM03S40 
2 0 4 FORMAT! lit , 20A4 ) SPM03S50 
9 0 1 FORMAT! l l l l , 2 0 * 4 / 4 1 liOTHIS I S RUN KOMUER , 1 3 / SPM03560 

* 41H KSETS, SICVAL FOR SUBROUTINE ACTION, I S , 1 3 / SPM03S70 
* 41H HIGHEST LOUIPMISNT MATRIX ROW IS , 1 3 / SPM03SM) 
* 41H LENGTH OK aTKF.AM VECTOR I S , 1 3 / SPM03590 
* 41H HIGHEST STREAM NU.MHEP I S , 1 3 ) SPM03600 

9 0 2 FORMAT! MM , 2 2 X , 3 7 H I N P U T P R O C E S S M A T R 1 X / / 1 H 0 , SPM03610 
*8ULOOP NO. ,2X,9» lFQPT. NO. ,2X,12HPKOCESS NAME, 2X.9ULOOP I N D . , S P N 0 3 6 2 0 
*3X,13HINPUT STREAMS,4X,14UOUTPUT STKEAMS/ ) SPM03630 

9 0 3 FORMAT! 3 X , 1 3 , « X , 1 3 , 8 X , 2 A 3 , S X , t 2 , 5 X , 5 1 3 , 3 X , 5 1 3 ) SPM03640 
9 0 4 FORMAT! 1110/1 HO , 2 3 X , 2 y i l INPUT DATA EQUIPMENT VECTORS/ SPMP365C 

* 1H0 , 2 5 X , 2 t » I / ) SPM03660 
9 0 5 FORMAT! 1M / i l H , 7 X , 3 ! 3 X , I 2 , 1 X , A 4 , 1 H = , K 1 0 . 3 ) ) ) SPM03670 
9 0 6 FORMAT! 1110, 10X,26HADDITIONAL INPUT DATA AEN! , I1 , 3H, 3 - . I 2 , 1II ) / SPM03660 

* (111 , S X , S ! 1 X , 1 2 , I X , 1 P E 1 0 . 3 ) > ) " SPM03690 
907 FORMAT! 1H0/1 HO,25X,31 HINITIAL VALUES - STREAM VECTORS / SPM03700 

* 1H0,25X,31II /) SPMC'3710 
908 FORMAT! Ill0/1H0,25X,24;IRF.SULTS - STREAM VECTORS / SPM03720 

* IU0,25X,24H /) SPM03730 
909 FORMAT!lHO/!14H TOLERANCE ON ,A4,3H IS,F1Q.5>> SPM03740 
910 FORMAT! 1U0/1 110 ,25X,30lI OUTPUT DATA EQUIPMENT VECTORS/ SPMP37S0 

* 1110 ,25X,30K /) SPM03760 
911 FORMAT!A4) SPM03770 

2000 FORMAT!1H0/50H0THE SIMULATION WILL NOW START WITH THE AUOVE DATA/ SPM03780 
*1H0/1H0) SPM03790 

8000 FORMAT !8!A4,6X)> SPM03SOO 
9001 FORMAT!8F10.3) SPM03810 
9003 FORMAT!2I4.5X,A3,1114) SPM03820 
9004 FORMAT!1H ,1QX,19HADDJTIONAL ROW, NE=,13/ SPM03830 

* Mil ,8X,5! IX, 12, IX, 1PE10.3 >) ) SPM03840 
9303 FORMAT!'Sl3) SPMO3K50 
9998 FORMAT!3SHII^REGULARITY IN DATA - JOB TERMINATED) SPM03860 

c** jc**************-******** ********* ** ***«»»*************t«**»t»****«***tsPa 03 8 70 
END SPM03880 
SUBROUTINE SELECT! NDX ) SI*M038fc0 

C SPM03900 
C THIS SUbPOUTINE CALLS THE SUHROUTINE CORRESPONDING TO NDX SPM03P10 
C SPM03920 
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GO TO( l t 2 , 3 , 4 , 5 . 6 t 7 , n , : > , 1 0 , 1 1 , 1 2 
* 21 , 2 2 , 2 3 , 2 4 , 2 5 , 2 6 , 2 7 , 2 8 , 2 ! ) , . T O , 3 i , 3 2 
* 4 1 , 4 2 , 4 3 , 4 4 , 4 5 , 4 6 , 4 7 , 4 H , 4 ' ! , 50 >, NDX 

01 CALL MIXEK3 
RF.TUKN 

0 2 CALL PR1STL 
RETURN 

0 3 CALL TRFLTR 
RKTURN 

0 4 CALL ACSLDl 
RETURN 

0 5 CALL ACSLD2 
RETURN 

06 CALL DICSTK 
RETURN 

07 CALL CHLOR 
RKTURN 

08 CALL SECSET 
KETURN 

09 CALL BFLTEK 
RETURN 

10 CALL VACFL 
RETURN 

1t CALL UECFIL 
RETURN 

12 CALL DRYER 
RETURN 

13 CALL THICK 
RETURN 

14 CALL WASHR 
RETURN 

15 CALL XFLOT 
RETU3N 

16 CALL RIOXP 
RETURN 

17 CALL COAO 
RETURN 

18 CALL XFLOC 
RETURN 

19 CALL PHCONT 
RETURN 

20 CALL ADSORP 
RETURN 

21 CALL DIALS 
RETURN 

22 CALL STRIP 
RETURN 

23 CALL XCHAN 
RETURN 

24 CALL XCIN 
RETURN 

25 CALL XTKANS 
RETURN 

26 CALL DSTIL1 
RETURN 

27 CALL FLASH ~~ 

,13,14,15,16,17, lS,lt),20,SP\<03f-30 
,33,34,3 5,36,37,38,39,40,SPMC3f40 

SPMP3i»50 
SPM03960 
SPMQ3y70 
SPK03yK0 
SPH03itP0 
SPM0400U 
SPM0401P 
SPV04020 
SPN04030 
SPM04040 
SPM04O50 
SPM04 060 
SPM0407'> 
SPMC4 080 
SPM04090 
SPM0410U 
SPX041 10 
•SPM04120 
SPM04130 
SPM04140 
SPM04J50 
SPM0416U 
SPM04170 
SPM04180 
SPW04190 
SPM042OO 
SPMC4210 
SPM04220 
SPM04230 
SPM04 240 
SPM04250 
SPM04260 
SPM04270 
SPN04280 
SPM042&0 
SPM043C0 
SP.M04J10 
SPM04320 
SPN04330 
SPM04340 
SPM04350 
SPM04360 
SPNO4370 
SPM04380 
SPM043HC 
SPM04400 
SPM04410 
SPM04420 
SPM04430 
SPM04440 
SPM04450 
SPM04460 
SPM04470 
SPM04480 
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c 
c 

c 
c 

RETURN 
28 CALL XTKAC2 

RETURN 
29 CALL CRYSr 

RETU»N 
30 CALL BLOW2 

RETURN 
31 CALL COOL4 

RETURN 
32 CALL KEACrl 

KETl'RN 
33 CALL VSAHEO 

RETURN 
34 CALL UNAMF1 

RETURN 
35 CALL UNAME2 

RETURN 
36 CALL UNAMC3 

RETURN 
37 CALL UNAME4 

RETURN 
38 CALL UNAME5 

RETUPN 
39 CALL CNANE6 

KETURN 
40 CALL PNAME7 

RETURN 
41 CALL UNAME8 

RETURN 
42 CALL UNAME9 

RETURN 43 
44 
4S 
46 
47 
48 
49 
SO 

RETURN 
RETURN 
RETURN 
RETURN-
RETURN 
RETURN 
RETURN 

END 
BLOCK DATA 

THIS SUBPROGRAM INITIALIZE 
COHMON/MTNA4/ NAME2(50 

FOR SUBROUTINE NAMES TO BE 

DATA NAMF.2 / 
*3ll Cl() 3!'SEC,3HBFL,3ll VA 
*3H XF,3ltPriC,3HADi,,3il Dl 
*3H CR,3H flL,3ll CO,3llKEA 
*3lll'NA , 3IIUNA, 3HUNA , 31! 

DATA NAME / 
*311LOR, 3HSET, 3HTFR, 3HCFL 
*3HLOC,3HONT,3HORP,3PALS 
• 3HYST, 31IOV2 , 3HOL4 , 31ICT 1 
*3l(MF7,3HVlE8,3HMEl>,3H 

S VARIABLES IN COMMON BLOCK 
),NAME( 5 0 ) 

IDENTIFIED WITH TITE VALUES OF NDX. 

3HMlXt 3HPRI , 3HTK1- ,3HACS,3llAC3, 3110IG, 
,3ilMEC,3li DR,3ii Til,311 ~*A,3H XF,3H »I ,3H C, 
,311 STf3H XCf3H X , 311XTR , 3IIOST, 3H 1L,3HXTR, 
, 31IUNA f JilUSA f 3riUNA , 3HUVA, 3HUN A , 3HUN A , 3HUNA , 
,311 ,3ll ,3H , 3H ,3U ,3H ,311 DU/ 

3HEK3,3llSTL,3llLTK,3HLDl , 3HLD2, 3HSTR , 
,3HFIL, 3!lVKRf3uICK,311S!IR, 3HLOT, JlIOXP, 3i:OAU, 
,3MKIP,3lHAN,3llCIN t3llA.\i>,311ILl,3UASH,3a\C2, 
,3HMEOf3.)M!51f 3ifME2( 3H:4K3f JHME4, 311MES, 3IIME6, 
, 3H ,311 f3H ,3)1 ,311 ,3H , JH^MY/ 

SPM044&0 
SPM04SOO 
SPM04S10 
SPM04520 
SPM04530 
SPMP454G 
SPM045S0 
SPM04560 
SPM04S70 
SPHP4&80 
SPM04590 
SPM046</P 
SPM04M0 
SPM0462C 
SPMC4630 
SPM04O4P 
S1'M04650 
SPM04660 
SPM0467P 
SPM046&U 
SPN04690 
SPM04700 
SPM04710 
SPH04720 
SPi(0473P 
SPM04740 
SPNC4750 
SPWO4760 
SPM04770 
SPN047K0 
SPN04790 
SHN04800 
SPM04810 
SPM04820 
SPM04830 
SPM04840 
SPH04850 
SPM04S6U 
SPM04870 
SPMO4880 
SPM04H90 
SPN049P0 
SPMP4910 
SPMC4 920 
SP.M049 30 
SPM04940 
SPMP4.'l50 
SPM04960 
SPM04970 
SPM04980 
SPM04990 
SPM05000 
SFM05010 
SP.M05020 
SPU05030 
SPM05U40 
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c * * * * * » * * * * * * * * * * * * * * * * * * • » * * * * * < ' * * * » * * * * * * • » * * * * • * * » * » • < » " * * * • * * * * * * * * * * 

ESP 
C 
C ALL OK THE FOLLOWING SUBPROGRAMS API) DUMMflS TO PACIFY UMUSED 
C CALL STATEMENTS IN SUBPROGRAM SfcLFCT< KOX ) 
C 

SUBROUTINE MIXER3 
RETURN 
END 
SUBROUTINE PRISTL 
RETURN 
END 
SUBROUTINE TRFLTR 
RETURN 
END 
SUBROUTINE ACSLD1 
RETURN 
END 
SUBROUTINE ACSLD2 
RETURN 
END 
SUBROUTINE DIOSTR 
RETURN 
END 
SUBROUTINE CHLOR 
RETURN 
END 
SUbPOUTINE SECSET 
RETURN 
ENP 
SUBROUTINE BFLTER 
RETURN 
END 
SUBROUTINE VACFL 
RETURN 
END 
SUBROUTINE MECFIL 
RETURN 
END 
SUBROUTINE DRYER 
RETURN 
END 
SUBROUTINE THICK 
RETURN-
END 
SUBROUTINE WAS1IR 
RETURN 
END 
SUBROUTINE XFLOT 
RETURN 
END 
SUBROUTINE BIOXP 
RETURN 
END 
SUBROUTINE COAG 
RETURN 

.****SPM()5050 
SPM05060 
SPM05070 
SPN05 0&0 
SP«050i*0 
SPMOS100 
SPM0S11O 
SP.V05120 
SPM05130 
SP»flS14( 
SPV051S0 
SPM05160 
SPM05170 
Si'M051&0 
S P M 0 5 H 0 
SPM052C0 
SPM05210 
SPMP5220 
SPM05230 
SPM05240 
SPM05250 
SPNOS260 
SPW05270 
SPM05280 
SPM05290 
SPMC5300 
SPU05310 
SPM05320 
SPM05330 
SPM05340 
SPM053S0 
SPM05360 
SPM0S370 
SPM05380 
SPM053i>0' 
SPM0S400 
SPM0S410 
SPM05420 
SPM05430 
SPM05440 
SPM05450 
SPM05460 
SPM05470 
SPM0S4i>0 
SPN054S0 
SPM05500 
SPM05510 
SPM05520 
SPM05530 
SPMCS540 
SPM05550 
SPM05560 
SPM05570 
SPM055SO 
SPM055i>0 
SPM05600 
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END 
SUBROUTINE 
BE TURN-
END 
SUBROUTINE 
KETUKN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
KETUKN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN-
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN-
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN-
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 

XFLOC 

PHCONT 

ADSOXP 

DIALS 

STRIP 

XCUAN 

XCIN 

XTKANS 

DSTILl 

FLASU 

XTRAC2 

CRY ST 

HLOW2 

COOL4 

REACTl 

UNAMEO 

UNAMEl 

UNAME2 

UNAMEO 

SPM05610 
SPM05620 
SPM05630 
SPM05640 
SPM«»5650 
SPY05660 
SPM0S670 
SPUQ5680 
SPM0569(' 
SPM057P0 
SPM05710 
SPM0S720 
SPM057.10 
SPM05740 
SPMGS750 
SPJHOS760 
SPM05770 
SPU05780 
SPMO57K0 
SPMOSgr-O 
SPM05H10 
SPN0S820 
SPM05830 
SPM05840 
SPM05850 
SPM05860 
SPM05870 
SPUC58&0 
SPMCS8&0 
SPM05PCO 
SPM05tH0 
SPM0592C 
SPU05930 
SPM05940 
SPM05950 
SPM0S960 
SPM05H70 
SPMOSliSO 
SPM0S990 
SPM06CH 0 
SPM06010 
SPM06020 
SPN06030 
SPN06040 
SPM060f-0 
SPM06060 
SPN0t>070 
SPNC60PG 
SPMU60S>0 
SPM06I00 
SPM06110 
SPM06120 
SPM06 130 
SP1C6 140 
SPM06150 
SPMC0 160 
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RETURN-
END 
SUBROUTINE 
RETURN 
FKD 
SUBROUTINE 
RETURN 
END 
SUBROUTINE 
RETUPN 
END 
SUbKOUTINE 
PCTURN 
.END 
SUBROUTINE 
RETURN 
EN1> 
SUbKOUTINE 
RETURN-
END 

VNAME4 

UNANI:S 

UNAttlv6 

UNANF.7 

UNAML8 

UNAME9 

SPMC6170 
SPV061SO 
SPM06190 
SPV06 200 
SP.M0A210 
SP.M0b220 
SPM06230 
SPM0624P 
SPM06250 
SPNC62bO 
SPM06270 
SPM06280 
SP.M062&0 
SPMCA3C-0 
SPM06310 
SPMC-6320 
SPM06J30 
SPM06340 
SPM063S0 
SPM06360 
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A.7 Sample Printout 

The following 2 pages illustrate a typical printout for a 

SEPSIM run using the WATFIV Version. The printout using the Standard 

Version is very similar but includes all data submitted to the program, 

such as control parameters, titles, etc. 

I N P U T P K O C E S S M A T R I X 

LOOP NO. EOPT. NO. PROCESS NAME LOOP I NO. INPUT STREAMS OUTPUT STKEAMS 

1 1 PRISTL 1 1 2 0 0 0 0 5 0 0 0 
1 2 ACSLDt I 3 0 0 0 0 4 2 0 0 0 
0 3 DICSTR 2 6 0 0 0 0 6 0 0 0 0 

V A R I A B L E D E F I N I T I O N S 

STREAM VARIABLES DEFINITIONS— 

FLOV s VOLUMETRIC FLOW KATE IN MOD. 

S.S. = SUSPENDED SOLIDS(G/L. ) 

DBOD * SOLUBLE DIO. OXYGEN DEMAND (MO/L. ) 

8BOD » SUSPENDED BIO. OXYGEN DEMAND 

TBOD s TOTAL UIO. OXYGEN DEMAND 

V.SS = VOLATILE SUSPENED SOLIDS ( MG/L.» 

EQUIPMENT PARAMETERS DEFINITIONS 

DIA » DIAMETER OF SETTLER (FT) 

NTKS = NO. OF SETTLING TANKS 

BOD. « SETTLINC CONSTANT FOR SUSPENDED B O D 

CST. = CONSTANT IN MODEL FOR FRACTIONAL REMOVAL 

URPS s RATIO OF SOLIDS CONCN IN SLUDGE AND FEED 

VOL. = VOLUME OF AERATOR VESSEL (MILL. GAL.) 

VRSS = RATIO OP SOLIDS CONCN IN SETTLER BOTTOMS AND PEED 

CELL = CONCN OF ACTIVE CULLS (MG/L.) 

RATE = MAXIMUM SPECIFIC RATE CONSTANT XV MONOS E0M. 

YLD. = YIELD COEFFICIENT FOR CELLS 

SAT = SATURATION CONSTANT (MG/L.) 

RESP =• ENDOGENOUS RESPIRATION CONSTANT 

XRSS = RATIO OF SOLIDS COVC'N IN SETTLER OVERFLOW TO FEED 

VS/M = VOLATILE TO TOTAL SUSPENDED SOLIDS RATIO 

VSS = VOLATILE SUSPENDED SOLIDS CONCN (MC/L.) 

NTKS •= NO. OF AERATION VESSELS IN PARALLEL 

ARFA = AREA OF FINAL CLARIFIEK 

MLSS * MIXED LIOUOR SUSPENDED SOLIDS CONCN (MG/L.) 

TEMP = TEMPERATURE 

RCLE s SLUDGE KECYCLE/FEED RATIO 

VOL. * VOLUME OF DIGESTER (MILL. CAL. ) 

K! «= KATE CONSTANT IN DIGESTER MODEL 

K2 = SECOND RATE CONSTANT 

VRED " VOLATILE SOLIDS REDUCTION IN DICESTER («) 

DETN B DETENTION TIME (DAYS) 
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OUTl" 

PROCESS NUMBER 1* 

, NO. • 1.0000 

PIA * 30.0000 

BOD.» 6565.0000 

URPS= 25.0000 

CST.» 0.8200 

PROCHSS NUMBER 2. 

NO. * 2.0000 

VOL.s 3.9400 

CELLs 878.7681 

YLD.x 0.7000 

RESP= 0.1710 

VS/M= 0.6240 

NTKS= 7.0000 

MLSS* 1871.4940 

HCLE3 7.7803 

PROCESS NUMBER 3. 

NO. » 3.0000 

VOL.* 3.8400 

12. » 0.2R00 

DETN«= 15.9120 

EQUIPMENT PARAMETERS MATRIX 

HTRY= 10.0000 

NTKS= 4.0000 

CST.s 0.8200 

S.S.o 11643.0000 

URPS- 25.0000 

NTRT= 17.0000 

VRSS= 2.3600 

RATE* 2.4800 

SAT." 365.0000 

XRSS* 0.0075 

VSS = 1167.8840 

AREAS 0.0000 

TEMPs 0.0000 

MTRYs 7.0010 

Kl. s 700.0000 

VRED= 50.0000 
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KESOLTS 

STREAM NUMBER 1 . 

FLOW= 1 2 . 0 0 0 0 

DBOD= 1 2 4 . 8 0 0 0 

TBOps 3 1 2 . 0 0 0 0 

STRFAM NUMBER 2 . 

FLO*= 0 . 7 U C 4 

DDOD* 2 5 . 1 X 2 1 

TBODx P 0 . 9 7 H 7 

STKEAM MUMULK 3 . 

FLOW= 1 2 . 5 4 8 8 

DBOD= 1 1 8 . 6 0 0 1 

TBOD= 2 2 6 . 3 9 8 1 

STREAM NUMHIIH 4 . 

FLOW= 1 1 . 7 5 2 4 

DBOD= 2 5 . 1 8 2 1 

TBOD* 3 1 . 5 8 6 5 

STUEAM NUMBER S . 

FLOW= 0 . 2 4 7 6 

DDOD= 1 1 8 . 6 0 0 1 

TBOD= 3 0 3 9 . 5 8 1 0 

STREAM NU1BEK 6 * 

FLO«r= 0 . 0 0 0 0 

DBOD= 0 . 0 0 0 0 

TBOD= 0 . 0 0 0 0 

- STREAM VARIABLES UATk'lX 

S . S . = 3 2 1 . 0 0 0 0 

SBOD" 1 8 7 . 2 0 0 0 

V.SS= 1 5 6 . 0 0 0 0 

S . S . = 4 4 1 6 . 7 2 2 0 

SHOD = 6 5 . 7 0 6 6 

V.SS= 2 7 5 6 . 2 0 7 0 

S . S . = 2 6 0 . 0 0 0 2 

SBOD= 1 0 7 . 7 9 8 0 

V . S S = 1 4 3 . 9 3 1 8 

S . S . = 1 4 . 0 3 6 2 

SUOD= 6 . 4 0 4 4 

V . S S = 8 . 7 5 9 1 

S . S . = 1 6 4 9 4 . 8 7 0 0 

SBODs 3 8 2 0 . 9 8 1 0 

V . S S = 9 1 3 1 . 2 8 5 0 

S . S . = 0 . 0 0 0 0 

SBOD= 0 . 0 0 0 0 

V . S S = 0 . 0 0 0 0 
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A.8 Background Information and Legal Notice 

SEPSIM (A £hort Executive ̂ Program for SIMulation of Process 

Networks) was developed under the auspices of the South African Council 

for Scientific and Industrial Research by Mr. D. P. Laurie of the Numeri

cal Analysis Division, National Research Institute for Mathematical 

Sciences (NRIMS), C.S.I.R., and Dr. P.L. Silveston who at that time (1969) 

was a visiting lecturer at the Department of Chemical Engineering, Univer

sity of the Witwatersrand. 

The original version of the USER'S MANUAL was prepared by Mr. 

Laurie and Dr. Silveston.in 1970. Revision of SEPSIM and the current 

version of the USER'S MANUAL are the work of Mr. Ken Birkett, Mr. F. James 

Allan, and Dr. P.L. Silveston of B & P Silveston, Engineers, 550 Glasgow 

St., Kitchener, Ontario. The latest Standard version has benefitted 

from experience in a simulation workshop conducted under the auspices of 

E.P.S. at the Canada Centre for Inland Waters, January 1974. 

The executive program is the property of the Council for Scien

tific and Industrial Research. However, they have generously released 

the program for public use, on condition that the following legal notice 

for public use appear in any release of the program or in any manual 

dealing with the program. 

"The current version of this manual was prepared to assist 

users in the application of the executive program SEPSIM whose 

development was sponsored by the South African Council for Scien

tific and Industrial Research. Neither the Council, nor any person 

acting on behalf of them: 

A. Makes any warrenty or representation, expressed or implied, with 

respect to the accuracy, completeness, or usefulness of the 

information contained in this manual. 

B. Assumes any liabilities with respect to the use of, or for 

damages resulting from the use of any information or method 

described in this manual." 

Additional information and copies of SEPSIM can be obtained from 

B & P Silveston, Engineers, at a nominal charge to cover costs. 

Should you encounter problems in SEPSIM use or modification, 
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please feel free to write to B & F Silveston, Engineers. Your comments 

on your use of SEPSBf-application, successes or problems, would be most 

welcome. 
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B USER'S MANUAL FOR TESTER 

B.l I n t roduc t i on 
i i ' a i • - i • • i 

Preparation of model subroutines is normally one of the most 

difficult tasks in computer-aided simulation or design. The task is com

pounded when executive routines are used because the subroutine must be 

written in a "language" compatible with the executive. This language must 

be learnt. 

TESTER can be thought of as a personal tutor whose job is to 

help you learn the SEPSIM language. 

The program deals with the most frequently made errors in writing 

model subroutines and draws on five years of teaching students how to write 

simulation models. It should prove to be a valuable aid in debugging your 

subroutine programming attempts. 

TESTER has been designed specifically for the SEPSIM Executive. 

To use it and these instructions, you should first review Appendix A -

User's Manual for SEPSIM. There are two versions of TESTER: one for sub

routines written for the WATFIV Version of SEPSIM, and one for subroutines 

written for the Standard Version. 

B.2 Function 

TESTER performs the following checks and issues the following 

messages: 

(1) Checks to see if the name of your model subroutine is "legal", 

that is, whether it is one of the subroutine names listed in the 

SEPSIM Executive. If the name is not in the list, the following 

message is printed; 

SUBROUTINE NAME IS ILLEGAL. 

TESTER then lists all legal names as they have been defined in 

its DATA statements which occur, in the WATFIV Version, just 

after its beginning declarative statements, and in the Standard 

Version, in its associated BL0CK DATA subprogram. If the list 

of subroutine names were to be modified in SEPSIM, these DATA 

statements would have to be modified in the same way. 

(2) Prints out the documentation that should be included in a sub

routine for the SEPSIM Model Library. 

(3) Reads in STRMI, initial STRM0 and estimated final STRM0 Vectors, 
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and the EN vector (plus estimated final values for EN in the 

Standard version). TESTER checks for zero or negative values 

in these data, and prints out warnings if there are such values. 

Then the additional data AEN is read in (if any). 

(4) All input data is printed out complete with parameter names so 

that you may check that the data has been submitted as desired. 

At this point your subroutine is executed. TESTER continues with further 

checks: 

(5) After execution a message is printed which asks you to check from 

the print-out whether you have included debugging print-out, to 

. be commanded through the .value of KSETS, for runs under the execu

tive. 

(6) TESTER prints out a warning if your subroutine has changed either 

of the first two elements of the EN or any stream vector, which 

is illegal. 

(7) Prints values of STRM0 calculated by your subroutine, letting you 

check on the performance of your model. In the standard version 

the final values of EN are also printed out. 

(8) Values of STRM0 calculated by your subroutine are checked to see 

if there are negative-or zero entries. Warnings are issued if 

there are such entries asking you to check to see that they are 

correct. 

(9) If the calculated values for the variables in the STRM0 vectors, 

and the given estimated values, which are called the STMEST 

vectors, differ by more than 1007» of the smaller, warnings are 

printed asking you to check for the source(s) of the problem. 

In the Standard version EN is also checked in this way. 

(10) TESTER sets the STRMI and STRM0 vectors to zero and executes 

your subroutine a second time. If execution aborts, a TESTER 

message indicates that you have failed to protect your program 

against division by zero. 

B-3 Use of TESTER 

B.3.1 General: 

TESTER runs as a main program which calls the subroutine being 

tested twice: the first time with stream vectors initialized as directed 
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by the user, and the second time with them initialized to zero. Before 

calling the subroutine the first time, TESTER reads in and checks such 

things as the numbers and size of the stream and equipment vectors, as 

well as the proposed subroutine name (submitted as data). 

To run a subroutine with TESTER it should meet the same require

ments as with SEPSIM, with one exception: the SUBROUTINE statement should 

not contain the proposed name which is to be used with SEPSIM, but should 

read SUBROUTINE TSTING. 

Also, in the WATFTV version, the statement assigning the NAMEN 

row number to KEY(NE) must be replaced by the statement: 

DATA KEY(1)/row number/ 

If the row number is defined as zero in this statement, TESTER assumes 

there are no equipment parameter names defined and does not attempt to 

print them out. 

In the Standard Version the subroutine's BL0CK DATA subprogram 

must correctly define the appropriate members of NAMEN, just as with 

SEPSIM. 

B.3.2 Rules for Data Input: 

The data deck must be made up according to the following rules, 

which are summarized later in Table B-l and B-2 showing the formats. 

(1) The first card contains the proposed subroutine name which is 

to be used with SEPSIM, right-justified in the 6 spaces provided 

for it. 

(2) The second card contains these control parameters: 

NIN: the number of input streams to the model. 

N0UT: the number of output streams from the model. 

NSLMAX: the length of the stream vectors. 

NELMAX: the length of the equipment vector. (Omit in Standard 

version). 

KSETS: the subroutine action signal. 

(3) The next set of cards contains the equipment vector. The first 

element of the vector must be the value of NE used to identify 

the vector. The second element must be the vector length, in 

the Standard version; in the WATFIV version this element can be 

blank. In the Standard version, if the length is more than 20, 
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so that more than one row of EN is required, each new row must 

start on a new card. 

(4) Standard version only: a set of cards giving estimated final 

values of the EN vector. 

(5) Then the additional data AEN is read in, a set of cards for each 

row. The first element of each row must be the row number (i.e. 

1 or 2), and the second element must be the total length of the 

row (i.e. 40 or less). Use only as many cards as required (e.g. 

zero if there is no additional data AEN). 

(6) A blank card is then required to stop the reading of AEN, (must 

be included even if there is no AEN). 

(7) The next set of cards contains the names of the stream vector 

parameters (abbreviated to 4 characters or less), in order from 

the first to the NSLMAX th. Use only as many cards as required 

to make NSLMAX entries with 8 entries per card, that is, NCS 

cards in all. 

(8) The next sequence of cards contains the values to which the 

input and output stream vectors are to be initialized the first 

time the subroutine is called, as well as estimates of the values 

the subroutine will calculate for the output stream vectors: 

(a) for each input stream, a set of NCS cards giving NSLMAX 

initial values. 

(b) for each output stream, two sets of NCS cards, the first 

giving NSLMAX initial values, the second giving NSLMAX 

estimated final values. 
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TABLE B - l : SUMMARY OF TESTER DATA DECK (WATFIV VERSION) 

No. 

as 

as 

of Cards 

1 

I 

required 

required 

1 

NCS 

NCS for each 
input stream 

2xNCS for each 
output stream 

Variables 

the proposed name of the subroutine 

NIN,N0UT,NSLMAX,NELMAX,KSETS 

equipment vector 

additional data AEN 

blank or zero 

NAMESN, the names of the stream vector 
parameters 

initial values of each STRMI vector 

initial/and estimated final, values of 
each STRM0 vector 

Format 

2A3 

5110 

8F10.3 

8F10.3 

8F10.3 

8(A4,6X) 

8F10.3 

8F10.3/ 
8F10.3 

TABLE B-2: SUMMARY OF TESTER DATA DECK (STANDARD VERSION) 

No. of Cards 

1 

1 

as required 

as above 

as required 

1 

NCS 

NCS for each 
input stream 

Variables 

the proposed name of the subroutine 

NIN,M0UT,NSLMAX,KSETS 

equipment vector initial values 

estimated equipment vector final values 

additional data AEN 

blank or zero 

NAMESN, the names of the stream vector 
parameters 

initial values of each STRMI vector 

Format 

2A3 

4110 

8F10.3 

8F10.3 

8F10.3 

8F10.3 

8(A4,6X) 

8F10.3 

2xNCS for each 
output stream 

initial/and estimated final, values of 
each STRM0 vector 

8F10.3/ 
8F10.3 
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B.4 TESTER Source Program Listing 

B.4.1 WATFIV Version 

The following 4 pages reproduce the source program listing. 

C J - * * * * * « - * j » « # * * * > . - TESTER * • * * * » * • * * » * » t * •*-. 
C T H I S PROGRAM I S INTENDED TO T E S T PF-OCFSS NfODEL SUUKOUTINES 

BFFORr TI1F.Y AKF USED WITH Till? E X E C U T I V E . 
SRITTF.N I1Y K . » . Ill RiCETT OF THE U N I V E P S I T Y OF WATERLOO , MAY 1 9 7 3 . 

R E V I S E D BY F . J . ALLAN OF II. AND P . S I L V L S T O N , E N G I N E E R S , F E B / 7 4 . 

S E P S I M COMMON AND D I V F N S I O N DICK 

D I M E N S I O N NAME< SO >,NAVE2< 5 0 > , T 1 T L E < 2 4 > , A E M 2 , 4 0 ) , P A P E R < 2 , 1 0 ) 
DIMENSION' SN( 7 5 , 2 5 ) , F N < 2 0 , 2 0 ) , N P A P L * ( 2 0 ) 
D I M E N S I O N NPPOCS( 1 4 , 5 0 > , E P S < 3 0 ) , L O O P ( 1 0 ) , IFLUNC 1 0 ) 
D I M F N S I O N S T K V K 5 , 2 5 ) , S T V M 1 ( b,2? ) 
D I M F N S I O N NAMFM 2 0 , 2 0 ) , N A 1 F 3 M A? ) ,NAMDEF( 1 5 ) , K E Y ( 2 0 ) 
COMMON' S V , F N , S T P M I , S T R M O , A F . V , \ ' I N , N O U T , N E . 
COM VON N A M E , N A . M E 2 , T I T L F , P A l ' F F , N I , A P E E , S ' P l - : 6 c i i , E P S > L O O P f I1-'LUN,NUMPR 
COMMON K S F T S , K RUN , VEl MA X , NIJMA X,NSLM A X , N S I AX , N'OA EN 
COMMON NAMFN.NAMFSN.NAMDEF.Nfc Y,NON'AVF 

THE FOLLOUING DATA STATEMENTS I N I T I A L I Z E V A P J A a L E S 
FOR SU B R OUTINE NAMES USED AS A STANDARD ilY THE MAIN PROGRAM. 

DATA NAVE2 / 3HMI X , 3 H P R I , 3 H T S I ' , 3 H A C S , U T A C S , 3 H D I C 
* 3 H C l l , 3 H S E C , 3 I I H F L , 3 l l V A , 3 H M E C , 3 l l D R , 3 l t Til , 311 * A , 311 X F , 3 l I K I , . ) l i C 
*"3II X F , 3 H P I 1 C , 3 I I A D S , 3 M D I . 3 I I ST , 3K X C . 3 U X ,3KX1K , 3 K P S T , 311 EL.3IIXTK 
* 3 H C R . 3 H H L , 3 H CO, 3HPEA , 3HUNA , 3KUN A , 3HU.MA , 3UUNA , 3HI/N A , JHUNA , 3H UNA 
* 3 H U N A , 3 H U N A , 3 l t U N A , 3 l l , 3<l , 3 H , 3 | I ,311 , 3 ) 1 , 3H ' , 3H DU 

DATA NAME / 3HEH3 , 3USTL f 3ltI.TR , 3 H L D 1 , 3HLD2 , 3HSTK 
* 3 H L O R , 3 l ! S F . T , 3KTER , 3 H C F L , 3JIF I L , 3HYE R, 3II1 CK , .ItlSliR , 3l!LO Ti 3HOX P , JI!OAO' 
* 3 H L O C , 3 I I O N ' T , 3 H O : < P l 3 H A L S , 3 ! l f < n ' , 3 H H A N , 3 H C l N , 3 l l A S S , 3 n l LI , 3 H A S H , 3 K A C 2 
* 3 l l Y S T , 3 H O W 2 , 3 l l O L 4 , 3 H C T l , 3HMF.0 , 3H.MK 1 , 3 H M E 2 , 3HME3 , 3HME4 , 3 H M E 5 , 3HME6 
* 3 l t * E 7 , 3 I I M E P , 3 l l u t ^ , 3 l I , 3 H , 3 ! l , 3 H , 3 H ,311 ,311 ,3HMMY 

D I M E N S I O N NAMPKC< 2 ) , S T M K S T ( 5 , 2 5 > 
DIMFNSION Sl ( 5 , 2 ) , S O ( 5 , 2 ) 
DATA NONAMF/4HXXXX/ 

TS*00010 

TS«f 00020 

TSW00030 

TSWOOO^O 
TSW000S0 

TS»00060 

TSWT0C70 
TSW000S0 
TS»000f>ri 
TSW00100 

TSW00110 
TSWC0120 
TS*0013O 

TSW00140 
TSWO0150 
TSWOOlfct 

TSW00 17C 

TSWPOlfO 

TSW00190 
TSWl'0200 

.TSW00210 
,TSWf0220 
,TS*00230 
.TSW0024C 
/TS»0025C 
,TS*00260 
,T3W00270 

,TS*00>feO 

,TS*002&0 

/TS*00300 
TSW00310 
TSW00320 

TSW00 330 

TS»0C340 

http://3ltI.TR


B-7 

IT I S A LEGAL S E P S I K 

3 
70 

WRTTFI 6 , 9 5 ) 
C READ IN ESFK3 SUBROUTINE SAME 

READ! 5 , 9 6 INAMPkCI 1 >,NAMPJ?C!2) 
WRITFI 6,f>61 ) KAMPKC4 1 >, NAMPKCl 2 ) 

C TEST USEF SUbF'OUTINt: NAVF TO SFF IF 
C NAVE. PKINT »APVIN>; IF IT I S NOT. 

DO 4 N D \ = 1 , R0 
IF! NAflPRC! 2) .K0.NAMKINDX>) GO TO 1 

4 CONTINUE 
GO TO 7 0 

1 DO 2 I = t , 50 
IF! NA.MPRC! 1 ).FO.NAME2l I >) CO TO 3 

2 CONTINUl 
CO TO 7 0 
11-! I . f Q.N IVY. OK.! I . EQ. 3 3 . AND. N^X. C T . 3 2 . A K U . M U X . L T . 4 3 ) )GO TO 5 
NDX=50 
WRITE! 6,10" )NAMPRC1 ! ),VAMPRC! 2 ) 

: SHOW CORRECT SUHKOUTINt NAMES 
WRITE! 6,120 X NAMF2! I »,NAME1 I>,1=1,50) 

: READ IN CONTROL PARA»>FTE!*S 
5 RFAD I 5,07) MV,NOUT,NSLMAX,NFLMAX,KSETS 

WRITF! 6,071 ) NIV,NOUT,N.SLMAr,NFLMAX,KSETS 
: SHOW CORRECT DOCUMENTATION THAT IS KEOUIRED IN USER SUBROUTINES 

WRITE! 6,101 ) 
; READ FN VFCTOR 

READ (5, 103 )(fPSi I ) , 1 = 1,NFLMAX) 
RNI =FPS( 1 > 
RLN = EPS( 2 > 
NF=1F1X! ML ) 
DO 48 I=1,NFLMAX 

48 EN(NF,I ) = EPS( I ) 
KDX = KF:Y( 1 ) 
IF(KDX.CT.O)GO TO 40 
WRITE!6, 109 )!NONAWE,EN! NE,I ),1 = 1,NELMAX» 
GO TO 51 

49 WRITE (6,109>! NAVFNiKDXtl),EN!NF»I),I=1,NELMAX) 
GO TO 51 

: I/O OF ADDITIONAL DATA AEN 
51 READ! 5 , 1 0 . 1 ) ! EPS! I ) , 1 = 1 , 8 ) 

NAE=IFIX( F1\S( 1 > ) 
IF( KAE.LE.O)GO TO 5 2 
LN=IFIX< E P S ( 2 ) ) 
IF! LN.GT.8)REAO! S , 1 0 3 ) ( EPS! I ) , 1 = 9 , L N ) 
W R I T E ! 6 , 9 0 6 )NAE,LN,( I , E P S ! I ) , 1 = 3 ,LN ) 
DO 1 2 5 2 1=3 ,LN 

1 2 5 2 AEN!NAE,I ) = FPS! I ) 
CO TO 51 

: READ NAMES OF STREAM VECTOR PARAMETERS 
S2 RFADI 5 , 9 a )( NAMESVI I ) , I = 1 ,NSLK\X) 

DO 2 2 0 1 = 1 , N I N 

TSW00350 
TSWl'0360 
TSW00370 
TSW00380 
TSVT0039C 
TSVU0400 
TS*0O410 
TSW00 4 20 
TSW00-J30 
TSW00-140 
TSW«'O450 
T S V 0 0 4 6 0 
TSW00470 
TSW00 4 8 0 
TSWCIMI'O 

Tswoosoe 
TSW00510 
TSW0052f 
TS»0'1S30 
TS*r054C 
TSW00550 
TSWC0 56I"' 
TSW00S7P 
TSW005frO 
TSW00S90 
TSW00600 
TSW00610 
TSW00620 
TSW00630 
TSW0P640 
TSWP0650 
TSWP0660 
TSW00670 
TSV(006i>0 
TSW006fcC 
TSW00700 
TS»C0710 
TSW007 20 
TSW00730 
TSW00 740 
TSW007SO 
TS*0076C 
TS WOO770 
TSW007S0 
TSWC079P 
TSWOOSOO 
TSWO0810 
TSW00820 
TSW00«30 
TSW00840 

http://CT.32.AKU.MUX.lt
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Rt'AH 5 , H>J )( S T V l H I , J ) , J = l , NSI VI \X ) TSWOOSB'^ 
S l ( I , 1 ) = STPHM 1 • 1 > TSWOO>-60 

2 2 0 S I ( T , ? ) - S T K M I ( 1 , 2 ) TSW00S70 
DO 221 l = l , \ O U T TSWOOSSO 
BEAD ( 5 , 1 0 . 1 ) ( STK>IO< I , J ) , J = 1 , N S L M \ X ) T S W C O K P C 
SO( I , 1 ) = STK'lo( 1 , 1 ) TSWOOl'lOO 
SO( I , 2 > = 5 T : » 0 < T , 2 ) ' TS»00: . 'K . 

2 2 1 Rfc AD< 5 , 1 0 3 )( ST"»£RT( 1 , J ) , J = 1 ,N'S1..MAX ) TSV»P')f«20 
C DEFINE t ' S I I s r n STk":AX VFCTOtfS AS Z l f O TSUOObHO 

l K M K . r y . 5 ) BO TO 7 TSW00f<40 
N1K1 = KIN + 1 TSWCl'flSO 
DO 6 J = N I N 1 , 5 TSWOOnOO 
DO 6 1 = 1 , N'SL.VAX TS«0t.'y7(~ 

6 STR.VK J , I ) = 0 . TSWOOfMO 
7 11 ( N H U T . r o . 5 ) f'O TO }.' TSttOOl*!''" 

NOUT1=VOUT+1 TSW01O0P 
DO 8 J = N O U T 1 , 5 TSVC'1010 
DO 8 1=1,VSLMAX TSW01020 
STKMO( J , I > = ° . TSWC'lf'30 

8 ST»irST( J , I ) = " . TSWOl'.MO 
9 WRITE ( 6, IAS )( VAMFSN< J),( STSMK I, J ) , 1 = 1,5), ( STRMO( 1,J),1=1,S),J=1 ,T3W01 i>50 

*• NSLMAX>TSW01060 
C CHECK STPM1 FOF NEGATIVE OR ZERO VALUES iJUrPLIED IN DATA. TSWU107C 

DO 22 I = l,Nl.V TSHU10S0 
DO 22 J=1 ,.\"SLVAY TSWC'1 Ufr-O 
IF(STPMKliJ)) 20,21,22 TSWOltOfl 

20 »RITE(6,104 )I,J TSW01110 
GO TO 22 TSW01120 

21 WPIT!<6,105)1,J TS»01100 
22 CONTINUE T S W 0 U 4 0 

C CHECK STMFST FOR NEGATIVE OR ZEKO VAI.UF.S SUPPLIED AS DATA. TSW01150 
DO 12 I=1,N0UT TSW01160 
DO 12 J=1,NSLMAX TSW01170 
II-< ST*FST< I, J ) > 50,.11,12 TS»01180 

30 WRITE( 6,106 )I,J TS*01190 
CO TO 12 TS«01200 

31 WRITF(6,107)1,J TSW01210 
12 CONT1NUF TSW01220 

WP1TK (6,tf51> TSW01230 
CALL TSTIVC TSVC1240 
WI.'ITF (6,95) TSW01250 
WRITE (6,952) TSW0126P 

C CHECK t-CP USE OF FIRST TWO ELEMENTS OF EN VECTOR TSWC1270 
1F( FN( NF. ,2 l.NE.RLN )WP1TE( 6,55 )NE TSW012bO 
TF( FV( NF,1 >.NE.R\E )*RITF(6,54 )NE TSWfl 2}.'0 

C PRINT OUT PHSULTS OF OUTPUT ST"FAM VECTOR CALCULATED IN THE USER TSWP1300 
C WRITTEN SUBROUTINE. TSW01310 

WRITEC 6,1 10 )( N'AMESM J ),( STRMO( I , J ) , I = 1 , 5 ) , ( STME.STi I,J),I=1,5),J=1 ,TSWP1320 
* NSLMAX)TSWP1331 

C CHECK FOR CHANCFIi IN FIRST TWO ELEMENTS OF STREAM VECTORS TSW01340 
DO 1311 J=I,2 TSW01350 
DO 1310 1=1,NIN TSW01360 
IF( STVMK I,J). NE.SK I,J) )WRITF( 6,56)1 , J TSW0137P 

1310 CONTINHF TSW01380 
DO 1311 I=l,NOWT TSWOIOL'O 
IF( STKMO< I , J >.NF.SO( I, J ) )*RITr( 6,S7 )I , J T.SW01 4 00 

1311 CONTINUF TSW01410 
C CHECK FOR NEOATIVL OH ZFKO VALUFS IN STRtO 1-ROM USER TSW01420 
C WRITTEN SUMROUTINE. TSW01430 

DO 14 I=l,NOUT TSW01440 
DO 14 J = 3,N?1.MAX TSW0145P 
IF(STRMO(I,J)) 40,41,14 TSW01460 

40 WRITE(6,111 >!,J,STFMO( I,J) TSW01470 
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GO TO 14 
41 W R I T T < 6 , 1 1 2 ) 1 , J 
14 CONTINUE 

C COMPARE USER CALCULATED 
C IN STMliST. 

KCOUNTaO 
HO IP 1 = I,M>UT 
DO 15 J=1 ,VSL«AX 
A = STMFST( I , J ) 
B*STKNvM I , J ) 
C=AB3( A-B» 
IF( A . f ' E . C . A V D . H.CF.C ) 
WRITE ( 6 , 1 1 3 ) 1 , J 
NCOUNT=l 

15 CONTINUE 
C IF RESULTS ARE IN DISAGREEMENT 
C PRINT OUT A CHECK. L I S T . 

IF ! N I O U V T H . 0 , 6 0 , 6 1 
61 WRITliC 6 , 1 1 4 ) 

C SFT STRMI AND STRMO TO ZERO. 
6 0 DO 2 00 I = I , M K 

DO 2 ^ ° J=3,NSL.MAX 
2P0 STKVl! I , J > = P . 

DO 201 1=1,NOUT 
DO 2"1 J=3,NSLVAX 

201 STPMOl I ,J )=0. 
WRITE! 6,IIS) 
CALL TSTINO 
WRITE ( 6,95) 
WRITF ( 6,2005) 

RESULTS IN STR.JO TO ESTIN'ATFD RESULTS 

GO TO IS 

TS»0l««M' 
TSW014UO 
TSWOISCO 
TSW01510 
TSW01520 
TSW0153n 
TSW01540 
TSW(lSSf 
TSW01560 
TSWOI57! 
TSWOI 5fcf-
TSWOI 59r> 
TSWf1600 
TSWOI M O 
TSWOI620 
TSWPl<i3t 
TSWP164P 
TSWO1650 
TSW01660 
TSWOI670 
TSWOI680 
TSWOI 69<"' 
TSWf'1700 
TSWP1710 
TSW0172C 
TSWOI730 
TSW01740 
TSWOI750 
TSW01760 
TSW01770 

FORMATS TSW01 780 
HAS ILLEGALLY CHANGED THF VALUE OF FN(, TSWOI790 

WITH ESTIMATES , 

0054 FORMAT!54HPTHE SUBROUTINE 
* I2.3J11 ). ) 

0 0 5 5 FORMAT! 54IIPTHE SUBROUTINE 1IAS ILLEGALLY CHANGED THF VALUE OF tN( 
* I2,3H1>.) 

0056 FORMAT! 57H0THE SUBROUTINE HAS ILLEGALLY CHANGED THE VALUE OF 
*< , 12,1 H,, 12,211 ). ) 

0057 FORMAT( S7H0THF. SUBROUTINE UAS ILLEGALLY •CHANGED TU.E VALUE OF 
*( , 12,111, , I 2,211 ). ) 
FORMAT!14H1TESTFR OUTPUT ) 
FOPMAT( 2A3) 
FORMAT! 5110,7X,A3 ) 
FORMAT !8! A4.6X )) 
FORMAT! ' ',5X,'SUBROUTINE NAMF ',2A3| 

*NAWES ARE •) 
FORMAT! 1110, • COMMENTS AT STA4T OF USER WRITTEN SUBROUTINE MUST 

•INCLUDE •/ 
* '0 SOUPCF OF MODFL'/' MODIFICATION OF MODEL'/' 
» TYPE OF PROGRAM*/' PROGRAM DESCRIPTION'/' 
*ION OF PARAMETERS'/' AUTHOR NAMES AND ADDRESSES'/' 
*MENTS DESCRIBING FACI1 OPERATION IN YOUR PROGRAM') 
FORVAT! 8F10..1) 
FOPVAT!'0',SX,' EARNING.. STRMI ( ' , 2 1 3 , ' )ll AS NEGATIVE VALUE') 
FORMAT! «0' ,5X, • WARNING.. STkVI( • ,2 I 3,' ) HAS VALUE OF ZERO') 
FORMAT! «0« ,5X, •WARNING*..STMESTI ' ,213,' ) MAS NFGATIVE VALUE') 
FOFMA1! '0' ,SV, • WARNING. . .STMF.ST! • ,213, a ) UAS VALUE OF ZERO') 
FORMAT! 35I10GIVEN TI'F FOLLOWING STREAM VLCTORS/ 1 ItO, 4 X , 5HSTRM1 , 54X , TS VC2C4P 

k 5HSTRMO /< 1H ,A4,6X,5F10.3,9X,5I 10.3 ) ) TSWC2P50 
FOKWATI 37H0CIVFV TI1F. FOLLOWING FOUlPVliNT VICTOR//! III ,A4,F10.3J) TSW0206C 
FORMAT! 63II0YOUF Sl'HKOUTINF CALCULATED THE FOLLOWINC OUTPUT ST RE AMTSW P2070 

* VECTORS/UP,4X,?I!STR«0,S4X, 1 6HFSTIMATCD VALUES/! Ill , A4 , 6X , 5F 1 0. 3 , TSWO2080 
* 9X,SF10.T>) TSW02Oi,0 

111 FORMAT! '0' ,5X, 'STRHOl • ,213, • ) UAS VALUE • , H O . 3, ' CHECK TO SEE' / TSW02 1 00 

95 
96 

97 
99 
100 

101 

103 
104 
105 
106 
107 
108 

109 
110 

TSW01800 
TSWOI810 
TSWOI820 

STRMITSWP1830 
TSWP1S40 

STRMOTSWC1850 
TSW01K6P 
TSWOI870 
TSWC1S80 
TSW01 !>SiC 
TSW01900 

PROPER TSWC191P 
TSW01920 
TSWP1 1<30 
TSW01940 
TSWOI950 

DEFIN1TTSWO1960 
COMTSW01970 

TSWOI980 
TSWOI !)i>0 
TSW02000 
TSWP20 1P 
TSW02020 
TSWP2030 
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*• IF TWIT. VFGAT1VF VALUE IS CORRECT' ) TSW02UO 
112 FOKl'AT( •«• ,5X, •. ST»;VO< •f2l3,« ) MAS VALUE ZERO." / • CHECK TO aTSW0212P 

*EL IF THIS IS COIVFCT*) TSWT2130 
113 FOPMATC 42H01 STlMATfV AND CALCULATED VALUES OF STRMOC , I 2 , 11! , , I 2 , TSUC2140 

»61H> DIFFER BY MORE THAN 100 PIP CENT Ol THE SMALLER OF TUE TWO.) TSWC215r 
114 FOVVAT( 'O1 ,5\,'CHFCK THE FOLLOWING • / • POOR FSTIMATES4 / TSWP216C 

. *• ARE PARAMETERS IV CORRECT POSITIONS IN VECTORS • / • CHECKTSW02170 
* ARITHMETIC . STATLMFNTS FOR UPACKFTS ,W h'ONG SLOUFVCE ' T C / TSW02 1 SO 
*• TRY WRITING IOUATIONS FKOV FORTRAN STATEMENTS AND CHECK' / TSWU2 1f'P 
*» CHECK INPUT DATA' ) TSW02200 

115 FORV.ATC 'P STREAM VECTORS HAVE LKEN SET TO ZERO AND '/ TSWP2210 
*• PROGRAM WILL «F PF-EXI CUTFI). IF EXECUTION HALTS UKFORE- NEXT'/ TSWU2220 
*• TESTER OUTPUT, YOU HAVE NOT PROTECTED YOUR PKOCf-A:.f AGAINST'/ TSW02230 
*• DIVISION UY ZF.RO-VALUTD STRFAS! VECTOR CO4PONFNTS.•) TSW02240 

120 FORMAT( '0' ,.SX,2A3,5X,2V3,5Xf2A3f 5V , 2A3, SX , 2AJ ) TSWO2250 
006 FOKMAT( lH"f 1 OXt2M1ADDITIONAL INPUT DATA AEN( , 1 1 , JH , 3-, I 2 , Hi )/ TSWP226P 

«• (1)1 ,SX,5< IX,12,1X,1PE1P.1 ) > ) TSWP227P 
f»51 FOPMAT( 57H0YOUH SUltROUTlNF WILL NOW UE LXFCUTED Vf I Til THE AMOVE DATTSWP2280 

*A) TSW022D0 
P52 FOKVAT( 7911 YOUR SUBROUTINE HAS NOW HF.CN" EXECUTED - ANY PRINTOUT FKTSW02300 

*OM IT, AIJOVE, SHOULD BK / H0TI A.S EXPECTED WITH THE UI VEN VALUE OF KTSV02J10 
.'SETS. FO>? EXAMPLE t PRINTOUT OF STRMI(1,3) /801I FOR DEBUGGING MAY TSW02320 
*3E COMMANDED WITH THE DATA kSETS=l IF THE SUBROUTINE CONTAINS / TSW02330 
*27H THE FOLLOWING STATEMENTS. . / 4 1 HO 11-< kSETS. E.J. 1 )URITE< 6 , 1 )STSWO2340 
*TRM1<1,3I/36H "001 FO»MAT(12H STPMK 1, 3 ) = , 1 0E. 3 )/> TSW02350 

861 FORMAT(26H GIVEN SUBROUTINE NAME IS , 2A3 > TSW02360 
971 FORMAT! 41H0GIVFN NUMBER OF INPUT STRFAMS IS ,13/ TSW0237C 

* 4111 GIVEN NUMBSR OF OUTPUT STREAMS IS ,13/ TSW023SO 
* 4111 GIVEN LFNGT1I OF STREAM VECTOR IS ,13/ TSW02390 
* 4111 CIVEN LENGTH OF EQUIPMENT VECTOR IS ,13/ TSVO2400 
* 41H GIVFN SUBROUTINE ACTION SIGNAL K3FTS IS ,13) TSWP2410 

200S FORMAT( 7UI! YOUR f.UBROUTINE HAS jlEKN SUCCESSFULLY RE-EXECUTED WITH TSW02420 
•INITIAL VALUES OF ZEKO./27H THIS IS THE END OF TESTER.) TSW0243P 
STOP TSW02440 
END TSW02450 
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B.4.2 Standard Version 

The following 6 pages reproduce the source program listing. 

C»*»****** **•*«•** TESTER **»**«•******** 
C THIS PROGRAM IS INTENDED TO TEST PKOCESS MODEL SUBROUTINES 

BEFORE THEY ARE USED WITH THE EXECUTIVE. 
WRITTEN BY K.W.BIKKETT OF THE UNIVERSITY OF WATERLOO , MAT 1973. 

REVISED BY F.J. ALLAN OF B. AND P. SILVESTON, ENGINEERS, FEB/74. 
AND AGAIN IN MAT/74*. 

PAPEK(2,10>, AEN(2,40>, 
NPAPER(20), KSETS, NE 

TO THE BLOCK DATA 

DECLARATION OF VARIABLES 

THE COMMON BLOCK PRODAT IS TO BE AVAILABLE TO THE SUBROUTINE... 
THIS STATEMENT MUST APPEAR IN IT ALSO. 

COMMON/PKODAT/STRMH5,25), SN(75,25 ) , 
* STKMO(S,25), EN( 20,20 ), 

THE COMMON BLOCK EQPNAM IS TO BE AVAILABLE 
SUBPROGRAM SUPPLIED WITH THE PROCESS SUBROUTINE... THIS STATEMENT 
MUST APPEAR IN IT ALSO. 

COMMON/EQPNAM/NAMEN( SO,20> 
THE COMMON BLOCK NITNAM IS TO BE AVAILABLE TO THE BLOCK DATA 
SUBPROGRAM SUPPLIED WITH TESTER... THIS STATEMENT APPEARS IN IT ALSO 

COMMON/NITNAX/ NAME2( SO ),NAME(50 > 
TUE FOLLOWING AKRATS APE NOT NEEDED OUTSIDE THIS MAIN PROGRAM. 

DIMENSION STMESTC 5,25),NAMPRCC2),NAMESN( 25),EQPEST( 20,20),EPS( 40 
* SI( 5,2),SO( 5,2) 
EQUIVALENCE (EPS( 1 ),SI< 1,1 ) ),(EPS( 11 ),SO( 1,1)) 
DATA IBLANK/4H / 
WRITE(6,95) 

READ IN USERS SUBROUTINE NAME 
READ(5,96)NAMPRC( 1 >,NAMPRC( 2) 
WRITE( 6,961 ) NAMPRCC 1 ),NAMPRC(2) 

TEST USER SUBROUTINE NAME TO SEE IF IT IS A LEGAL S E P S I M 
NAME. PRINT WARNING IF IT IS NOT. 

DO 4 NDX=1,50 
IF(NANPRC< 2).EQ.NAME(NDX )) GO TO 1 

4 CONTINUE 
GO TO 70 

1 DO 2 1=1,50 
IF(NAMPRCf 1).EQ.NAME2( I)) CO TO 3 

2 CONTINUE 
GO TO 70 

3 1F(I.EQ.NDX.OR.CI.EQ.33.AND.NDX.GT.32.AND.NDX.LT.43))GO TO 5 
70 NDX=50 

WRITE(6,100)NAMPRC(1),NAMPRC(2) 
SHOW CORRECT SUBROUTINE NAMES _̂  

WRITE( 6,120 )( NAME2( I ),NAME( I ), I = 1,50) 
READ IN CONTROL PARAMETERS 

5 READ (5,97) NINtNOUT,NSLMAX,KSETS 
WRITB(6,971) NIN»NOUT,NSLMAX,KSETS 

SHOW CORRECT DOCUMENTATION THAT IS REQUIRED 
WRITE( 6,101) 

READ EN AND EQPEST VECTORS 
FIRST OBTAIN USABLE PARAMETER NAMES IP SUBROUTINE NAME VAS ILLEGAL 

1F(NDX.NE.50)CO TO 13 
WRITE(6,121) 
DO 141 1=1,20 

141 NAMEK(50,1 )=IBLANK 
13 WRITE!6,122) 

IN USER SUBROUTINES 

TSN00010 
TSN0O020 
TSN00030 
TSN00040 
TSN00050 
TSN00060 
TSN00070 
TSN00080 
TSN00090 
TSN00100 
TSN00110 
TSN00120 
TSN00130 
TSN00140 
TSN00150 
TSN00160 
TSN00170 
TSN00180 

. TSN00190 
TSN00200 
TSN00210 

),TSN00220 
TSN00230 
TSN00240 
TSN00250 
TSN00260 
TSN00270 
TSN00280 
TSN00290 
TSN00300 
TSN00310 
TSN00320 
TSN00330 
TSN00340 
TSN00350 
TSN00360 
TSN00370 
TSN00380 
TSN00390 
TSN00400 
TSN00410 
TSN00420 
TSN00430 
TSN00440 
TSN00450 
TSN00460 
TSN00470 
TSN00480 
TSN00490 
TSN00500 
TSN00510 
TSN00520 
TSN00530 
TSN00540 
TSN00550 
TSN00560 
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VECTORS PERMITTING A VECTOR TO HE 
M IS THE WIDTH OF A ROW IN EN, N 

CARD..* ASSUMED THAT M CT N. 

STORED 
I S TUE 

C I / O OF EOWIPHENT 
C ONE ROW OF E N . . . 
C ROW OF DATA ON A 

M=20 
N>8 
W K I T E ( 6 , 1 0 9 ) 
R L A D ( 5 , 1 0 3 ) ( EPS( I ) , I = 1 , N ) 
RNE=FPS( t > 
NE=1FIX< RNE) 
RLN=FPS<2) 
LN=IFIX(EPS( 2 ) ) 
NE1=NE 
LN1=LN 
DO 1 1 0 2 1 = 1 , N 

1 1 0 2 LN< N E . I >=F.PS< I ) 
1F(LN.LT.M)M=LN 
1 F ( L N . L E . N ) C O TO 1 1 0 3 
N=N+1 
R E A D ( 5 , 1 0 3 ) ( EN( N E , J ) , J = N , M ) 

1 1 0 3 WRITEC6,905>< J,NAUENtNDX, J ) , E N < N E , J ) , J=1 ,M> 
IF<LK.LE.M)CO TO 1 1 4 9 
K=M+M 

1 1 0 4 NE=NE*1 
IF( LN.LT.K )M=LN-K+M 
R E A D ( S , 1 0 3 ) ( EN< N E , J ) , J = 1 , M ) 
WRITE* 6 , 9 0 0 4 ) N E , ( J , E N ( N E , J ) , J = 1 , M > 
IF( LN.LE.K)GO TO 1 1 4 9 
K»K+M 
GO TO 1 1 0 4 

C NOW REPEAT FOR EQPEST 
1 1 4 9 M=20 

N=8 
W R I T E ( 6 , 8 0 4 ) 
NE=NE1 
LN=LN1 
IF(LN.LT.M)M=LN 
READ( 5 , 1 0 3 X E 0 P E S T ( N E , J ) , J = l , M ) 
VRITE( 6 , 9 0 S ) ( J ,NAUEN(NDX,J) ,EQPEST<NE,J ) , J = l ,Si ) 
IF(LN.LE.M)CO TO 1 2 4 9 
K=M+M 

1 2 0 4 NE=NE"M 
IF<LN.LT.K)N=LN-K+M 
READ( 5, 103 )( EQPEST(NE,J ),J=1 ,M) 
WRITE! 6,9004>NE,( J,EOPEST( NE,J ),J=l , M ) 
IF(LN.LE.K)CO TO 1249 
K=K+M 
GO TO 1204 

C CHECK EN AND E0PEST FOR NEGATIVE OR ZERO INITIAL VALUES 
1249 NE=N£1 

M=20 
IF(LNl.LT.Ii)M=LNl 
K=0 
N=3 

1299 DO 1300 I=N,M 
IF< EN(NE,I).LT.O.0)WRITE(6,50)NE, I 
IF(EN(NE,IKEO.0.0 )WRITE( 6,51 )NE,I 

IN MORE THANTSN00570 
WIDTH OF A TSNP0580 

TSN00S90 
TSN00600 
TSN00610 
TSN00620 
TSN00630 
TSN00640 
TSN00650 
TSN00660 
TSN00670 
TSN00680 
TSN00690 
TSN00700 
TSN00710 
TSN00720 
TSN00730 
TSN00740 
TSN00750 
TSN00760 
TSN00770 
TSN00780 
TSN00790 
TSN00800 
TSN00810 
TSN00 820 
TSN00830 
TSN00840 
TSN00850 
TSN00860 
TSN00870 
TSN00880 
TSN00890 
TSN00900 
TSN00910 
TSN00920 
TSN00930 
TSN00940 
TSN009S0 
TSN00960 
TSN00970 
TSN00980 
TSN00990 
TSN01000 
TSN01010 
TSN01020 
TSN01030 
TSN01040 
TSN010S0 
TSN01060 
TSN01070 
TSN01080 
TSN01090 
TSN01100 
TSN01U0 
TSN0U20 
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IF(EQPEST( NE,I».LT.0.0>*RITE(6,52)NE,I 
IF(EOPEST(NE,1I.EQ.0.0)WRITE( 6,53)NE,I 

1300 CONTINUE 
I=K*M 
IF(LNl.LE.K)GO TO 1250 
NE=NE*I 
IK LN1 .LT.)C+M)M=LN1-K 
Nx I 
CO TO 1299 

C I/O OF ADDITIONAL DATA AEN 
12S0 READ(5,103> < EPS( I >,I = 1 ,8) 

NE = IFIX(EPS( 1 ) ) 
IP(NF.LE.O)GO TO 1271 
LN=IF1X(EPS<2)> 
IF( LN.CT.8)READ< 5,103 )( EPS( I ), I = 9,LN) 
VRITF<6,906)NE,LN,( I,EPS(I ),1 = 3,LN) 
DO 1252 1=3,LN 

1252 AEN<NE,I ) = EPS(I > 
CO TO 1250 

C READ NAMES OF STREAM VECTOR PARAMETERS 
1271 KFAD( 5,99 >( NAMESNl I ) , 1 = 1 ,NSLMAX ) 

DO 220 1=1,NIN 
READ( 5, 103 )( STRMK I, J ), J*l , NSLMAX > 
SIC 1,1 )=STRMI( 1,1 > 

0220 SI( I,2) = STRMI( 1,2) 
DO 221 I=l,NO0T 
READ (5,103) (STRMO( I,J),J=l,NSLMAX) 
SO( I,1 )=STRMO( 1,1 ) 
SO( 1 , 2 )=STRMO( 1,2) 

221 READ(5,103)1 STMESTiI,J ) ,J=1,NSLMAX> 
WRITE!6,108) 
DO 1601 J=l,NSLMAX 

1601 WRITE (6,1101) NAMESNCJ ),(STRMH I,J>,I=1,NIN> 
WRITE( 6,1081 ) 
DO 1602 J=1,NSLMAX 

1602 WRITE (6,1101) NAMESN( J),(STRMO( I,J),I=l,NO0T) 
WRITF(6,1082) 
DO 1603 J=l,NSLMAX 

1603 WRITE (6,1101) NAMESN( J),(STMEST( I , J>,1 = 1,NOUT> 
C CHECK STRMI FOR NEGATIVE OR ZERO VALUES SUPPLIED IN DATA. 

DO 22 1=1,NIN 
DO 22 J=l,NSLMAX 
IF(STRMI( I,J )) 20,21,22 

20 WRITEC6,104)I,J 
GO TO 22 

21 WRITE(6,105)I,J 
22 CONTINUE 

C CHECK STMEST FOR NEGATIVE OR ZERO VALUES SUPPLIED AS DATA. 
DO 12 I=l,NOUT 
DO 12 J=1,NSLMAX 
IF(STMEST( I,J>> 30,31,12 

30 WRITE( 6,106)1,J 
GO TO 12 

31 WRITE(6,107)1,J 
12 CONTINUE 

C EXECUTE SUBROUTINE WITH GIVEN INITIAL VALUES 

TSN01130 
TSN01140 
TSN01150 
TSN01160 
TSN01170 
TSN01180 
TSN01180 
TSN01200 
TSN01210 
TSN01220 
TSN01230 
TSN01240 
TSN012S0 
TSN01260 
TSN01270 
TSN01280 
TSN01290 
TSN01300 
TSN01310 
TSN01320 
TSN01330 
TSN01340 
TSN01350 
TSN01360 
TSN01370 
TSN01380 
TSN01390 
TSN01400 
TSN01410 
TSN01420 
TSN01430 
TSN01440 
TSN01450 
TSN01460 
TSN01470 
TSN01480 
TSN01490 
TSN01500 
TSN01510 
TSN01520 
TSN01S30 
TSN01540 
TSN01550 
TSN01560 
TSN01570 
TSN0I580 
TSN01590 
TSN01600 
TSN01610 
TSN01620 
TSN01630 
TSN01640 
TSN01650 
TSN01660 
TSN01670 
TSN01680 
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WRITE (6,951) TSN016P0 
NE=KE1 TSN0I700 
CALL TSTIMC TSN01710 
WRITE (6,9S> TSN01720 
WRITE (6,952) TSN01730 

C PRINT OUT RESULTS OF OUTPUT STREAM VECTOR CALCULATED IN THE USER TSN01740 
C WRITTEN SUBROUTINE* TSN01750 

WRITE(6,110) TSN01760 
DO 1600 J=1,NSLMAX TSN01770 

1600 WRITE (6,1101) NAMESMJ),<STRMO( I,J ),I = l,NOUT) TSN017S0 
C CHECK. FOR CHANCES IN FIRST TWO ELEMENTS OF VECTORS TSN01790 

DO 1311 J=l,2 TSN01800 
DO 1310 1=1,NIN TSN01810 
IF(STRMI( I,J ).NE.SI( I,J ))WRITE( 6,56)1,J TSN01820 

1310 CONTINUE TSN01830 
DO 1311 I=l,NOUT TSN01840 
IF(STKMO( I,J).NE.SO( I,J ) )WRITE(6,57 )I,J TSN01850 

1311 CONTINUE TSN01860 
C CHECK FOR NEGATIVE OR ZERO VALUES IN STRMO FROM USER TSN01870 
C WRITTEN SUBROUTINE. TSN01880 

DO 14 I=l,NOUT TSN01890 
DO 14 J=3,NSLMAX TSN01900 
IF(STRM0< I,J )) 40,41,14 TSN01910 

40 WRITEt6,111)I,J,STRMO(I,J) TSN01920 
CO TO 14 TSN01930 

41 WRITE(6,112)1,J TSN01940 
14 CONTINUE TSN01950 

C COMPARE USER CALCULATED RESULTS IN STRMO TO ESTIMATED RESULTS TSN01960 
C IN STMFST. TSN01970 

NCOUNT=0 TSN01980 
DO 15 I=l,NOUT TSN01990 
DO IS J=3,NSLMAX TSN02000 
A=STMEST( I,J) TSN02010 
B=STRMO(I,J ) TSN02020 
C=AUS(A-i>) TSN02030 
IF(A.CE.C.AND.B.CE.C) CO TO 15 TSN02040 
WRITE (6,113)1,J TSN02050 
NCOUNT=l TSN02060 

15 CONTINUE TSN02070 
C IF RESULTS ARE IN DISAGREEMENT WITH ESTIMATES , TSN02080 
C PRINT OUT A CHECK LIST. TSN02090 

IF (NCOUNT>60,60,61 TSN02100 
61 WRITE(6,114) TSN02110 
C PRINT OUT VALUES OF EN VECTOR AS POSSIBLY MODIFIED BY SUBROUTINE TSN02120 

WRITE(6,59) TSN02130 
NE=NE1 TSN02140 
LN=LN1 TSN02150 
M=20 TSN02160 
IF(LN.LT.M)M=LN TSN02170 
WRITE( 6,905)( J,NAMEN(NDX,J),EN(NE,J ),J=1,M) TSN02180 
IF( LN.LE.M)GO TO 1500 TSN02190 
K=M*M TSN02200 

16 NE=NE+1 TSN02210 
IF( LN.LT.K)M=LN-K+M TSN02220 
WRITEi6,9004)NE,( J,EN( NE,J >,J=1,M) TSN02230 
IF(LN.LE.K )GO TO 1500 TSN02240 
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TO ESTIMATED VALUES 

OO TO 16 
1 5 0 0 IF!EN< NE1,1 ) .NE.RNE>WRtTE! 6 , 5 4 ) N E 1 

IF1EN! N E 1 , 2 ) . N E . R L N ) W R I T E ( 6 , S 5 ) N E l 
C COMPARE EN AFTER SUBROUTINE CALCULATIONS 

NE=NE1 
M=20 
I F ! L N l . L T . H ) M = L N l 
K=0 
N=3 
NCOUNT=0 

1320 DO 1350 I=N,* 
IF!EN<NE, I ).LT.0.0 )WRITE( 6, SO )NE , I 
IF!EN!NE, I I.EQ.0.0)WRITE!6,51 )NE,I 
A=EQPES7!NE,I> 
B=EN(NE,I ) 
C=ABS(A-B) 
IF<A.CE.C.AND.B.GE.C)GO TO 1350 
WRITE(6,58 )NE,I 
NCOUNT=l 

1350 CONTINUE 
K=E+M 
IF< LN1 .LE.MCO TO 1400 
NE=NE+1 
IF!LN1.LT.K+M)M=LN1-K 
N=l 
GO TO 1320 

1400 IF!NCOUNT.EQ.l )*RITE( 6,114) 
C SET STkMI AND STRMO TO ZERO* 

60 DO 200 1=1,NIN 
DO 200 J=3,NSLMAX 

200 STKMI! I,J)=0. 
*( ,12,1H,, 12,2U). ) 

0058 FORMAT! 45H0EST1MATED AND CALCULATED FINAL. VALUES 
*11H) DIFFER 8Y/47H MORE T1IAN 100 PER CENT OF THE 

0059 FORMAT! 30U0EQU1PMENT VECTOR FINAL VALUES/ ) 
FORMAT! 14111 TESTER OUTPUT ) 
FORMAT! 2A3) 
FORMAT! 4110) 
FORMAT ( 8( A4,6X)) 

95 
96 
0097 
89 
100 ,2A3, IS ILLECAL*,/,* 

101 

103 
104 
105 
106 
107 
108 

109 

FORMAT!* •,5X,'SUBROUTINE NAME 
*NAMES ARE •> 
FORMAT! 1 HO, • COMMENTS AT START OF USER WRITTEN SUBROUTINE MUST 
•INCLUDE •/ 
* *0 SOURCE OF MODEL*/• MODIFICATION OF MODEL*/• 
* TVPE OF PROGRAM*/* PROGRAM DESCRIPTION*/• 
*ION OF PARAMETERS*/* AUTHOR NAMES AND ADDRESSES*/* 
•MENTS DESCRIBING EACH OPERATION IN YOUR PKOCRAM*) 
FORMAT! 8F10.3) 
FORMAT!'0«,5X,• WARNING.. STRM1! a,213,* )HAS NEGATIVE VALUE* ) 
FORMAT! *0' ,5X, * WARNING.. STRMI! •,213,' ) HAS VALUE OF ZERO*) 
FORMAT! «0* ,5X, "WARNING...STMEST! *,213,* ) HAS NEGATIVE VALUE*) 
FORMAT! '0* ,5X,• WARNING...STMEST! • ,213, • ) UAS VALUE OF ZERO*) 
FORMAT! 3SH0GIVEN THE FOLLOWING STREAM VECTORS/20U0PUOCESS INPUT 
*TRMI/) 
FORMAT!37U0GIVEN THE FOLLOWING EQUIPMENT VECTOR/) 

TSN02250 
TSN02260 
TSN02270 
TSN02280 
TSN02290 
TSN02300 
TSN02310 
TSN02320 
TSN02330 
TSN02340 
TSN02350 
TSN02360 
TSN02370 
TSN02380 
TSN02390 
TSN02400 
TSN02410 
TSN02420 
TSN02430 
TSN02440 
TSN024S0 
TSN02460 
TSN02470 
TSN02480 
TSN02480 
TSN02S00 
TSN02510 
TSN02S20 
TSN02S30 
TSN02540 
TSN02550 
TSN02560 
TSN02760 

OF EN! ,12, 1H,,I2,TSN02770 
SMALLER OF THE 2)TSN02780 

TSN02790 
TSN02800 
TSN02810 
TSN02820 
TSN02830 

PROPER TSN02840 
TSN02850 
TSN02860 
TSN02870 
TSN02880 

DEFINITTSN02890 
COMTSN02900 

TSN02910 
TSN02920 
TSN02930 
TSN02940 
TSN02950 
TSN02960 

STSN02970 
TSN02980 
TSN02990 
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110 FORMAT* 77H0YOUR,SUBROUTINE CALCULATED THE FOLLOWING PROCESS OUTPUTSN03000 
*T STREAM VECTORS STRMO/ ) TSN03010 

111 FORMAT* '0*,SX,*STRNO* •,213,' ) HAS VALUE',F10.3,• CHECK TO SEE* / TSN03020 
** IF THIS NEGATIVE VALUE IS CORRECT*) TSN03030 

112 FORMAT* '0',SX,« STRMO**,2l3,* ) HAS VALUL ZERO.* / • CHECK TO STSN03040 
*EE IF THIS IS CORRECT') TSN030S0 

113 FORMAT*42H0ESTIMATED AND CALCULATED VALUES OF STRMO* ,I 2t1H,,I 2, TSN03060 
*11H> DIFFER BY/47H MORE THAN 100 PER CENT OF THE SMALLER OF THE 2)TSN03070 

114 FORMAT* *0»,5X,'CHECK THK FOLLOWING • / * POOR ESTIMATES' / TSN03080 
*• ARE PARAMETERS IN CORRECT POSITIONS IN VECTORS • / • CHECKTSN03090 
* ARITHMETIC STATEMENTS FOR BRACKETS,WRONG SEQUENCE E T C / TSN03100 
*• TRY WRITING EQUATIONS FROM FORTRAN STATEMENTS AND CHECK' / TSN03110 
*• CHECK INPUT DATA' ) TSN03120 

115 FORMAT* '0 STREAM VECTORS HAVE BEEN SET TO Z.ERO AND •/ TSN03130 
* * PROCRAM WILL BE RE-EXECUTED. IF EXECUTION HALTS BEFORE NEXT'/ TSN03I40 
*• TESTER OUTPUTt YOU HAVE NOT PROTECTED YOUR PROGRAM AGAINST*/ TSN03150 
** DIVISION BY ZERO-VALUED STREAM VECTOR COMPONENTS.') TSN03160 

120 FORMAT**0*,SX,2A3,5X,2A3,5X,2A3,5X,2A3,5X,2A3) TSN03170 
121 FORMAT* 89H0EQUIPMENT PARAMETER NAMES CANNOT BE PRINTED SINCE SUBRTSN031S0 

-OUTINE NAME SUPPLIED IS NOT LEGAL. /) TSN03190 
122 FORMAT* 71H0IF TESTER STOPS HERE DUE TO NAMEN BEING UNDEFINED, THETSN03200 

-N THE BLOCK DATA/541! SUBPROGRAM SUPi'I-TED WITH THE SUBROUTINE IS INTSN03210 
•CORRECT./) TSN03220 

0804 FORMAT*63U0GIVEN THE FOLLOWING ESTIMATES OP EQUIPMENT VECTOR FINALTSN03230 
* VALUES/) TSN03240 

905 FORMAT* 1H /*1H , 7X , 3< 3X, I 2, IX , A4 , 111= , FI 0. 3 ) ) ) TSN03250 
906 FORMAT* 1 HO,10X,26HADDITIONAL INPUT DATA AFN* ,I 1,3H,3-,I 2, 1H )/ TSN03260 

* * 1H ,KX,5( 1X,I2,IX,1PE10.3) ) > TSN03270 
951 FORMAT*57H0YOUR SUBROUTINE WILL NOW BE EXECUTED WITH THE ABOVE DATTSN03280 

*A> TSN03290 
952 FORMAT*7911 YOUR SUBROUTINE HAS NOW BEEN EXECUTED - ANY PRINTOUT FKTSN03300 

*OM IT, ABOVF, SHOULD BE /80H AS EXPECTED WITH THE GIVEN VALUE OF KTSN03310 
*SETS. FOR EXAMPLE, PRINTOUT OF STRMI(1,3) /80H FOR DEBt'CGING MAY TSN03320 
*BE COMMANDED WITH THE DATA KSETS=1 IF THE SUBROUTINE CONTAINS / TSN03330 
*27H THE FOLLOW INC STATEMENTS../41H0 IF(KSETS.EO.1 )WRITE(6,1 )STSN03340 
*TRMI* 1,3 )/36H 0001 FORMAT* 12H STRMI* 1,3 ) = ,10E.3 )/) TSN033S0 

961 FORMAT*26H GIVEN SUBROUTINE NAME IS ,2A3) TSN03360 
971 FORMAT*41H0GIVEN NUMBER OF INPUT STREAMS IS ,13/ TSN03370 

* 4lH GIVEN NUMBER OF OUTPUT STREAMS IS ,13/ TSN03380 
* 41H GIVEN LEKCT1I OF STREAM VECTOR IS ,13/ TSN03390 
* 4lH GIVEN SUBROUTINE ACTION SIGNAL KSETS IS ,13) TSN03400 

1081 FORMAT*1U0/36H PROCESS OUTPUT STRMO INITIAL VALUES/) TSN03410 
1082 FORMAT* 1H0/29II ESTIMATED STRMO FINAL VALUES/) TSN03420 
1101 FORMAT* Hi ,A4,6X,5F10.3 ) TSN03430 
2005 FORMAT*79H YOUR SUBROUTINE HAS BEEN SUCCESSFULLY RF-EXECUTED WITH TSN03440 

•INITIAL VALUES OF ZERO./27H THIS IS TUE END OF TESTER.) TSN03450 
9004 FORMAT*111 ,10X,19HADDITIONAL ROW, NE=,I3/ TSN03460 

* (in ,8X,5( IX,12,IX,1PE10.3 )) ) TSN03470 
STOP TSN03480 
END TSN03490 
BLOCK DATA TSN03500 

C TSN03510 
C THIS SUBPROGRAM INITIALIZES VARIABLES IN COMMON BLOCK TSN03520 

COMMON/NITNAM/ NAME2*50 ),NAME*50 ) TSN03530 
C FOR SUBROUTINE NAMES USED AS A STANDARD BY THE MAIN PROGRAM. TSN03540 
C TSN03550 
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DATA NAME2 / 3HMIX,3HPRIt3HTKF.3HACS,3HACS,3HDIGtTSN03560 
*3H CH,3HSEC,3iJBFL,3H VA,3HMEC,3H DR f3H TH.311 WA13H XF.3U HI , 3H C . T S N 0 3 5 7 0 
*3U XF,3HFHC,3HADS,3H D I , 3 H ST,3H XC.3H X,3HXTB,3HUST,3H F L , 3 H X T R , T S N 0 3 5 8 0 
*3H CR,3l i BL,3H CO,3HREA,3HUNA,3HUNA,3HUNA,3HUNA,3HUNA,3HUNA,3HUNA,TSN03S90 
*3HUNA,3lUINA,3HUNA, 3H , 3H , 3R , 3H ., 3H ,3H .3H , 3H DU/TSN03600 

PATA NAME / 3HEK3,3HSTL,3HLTR,3HLD1,3HL1>2,3HSTR,TSN03610 
*3HLOR,3lIS£T, 3UTER,3HCFi . ,3HFIL, 31IYER, 3HICK, 3HSHK,3HLOT, 3HOXP, 3IIOAG, T S N 0 3 6 2 0 
»3ULOC, 3l!O.MTi 3HORP, 3nALS f 3HRIP,3HHAN,3HCIN, 3HANSf 3HIL1,3HASH,3HAC2,TSN 0 3 6 3 0 
*3IIYST, 3HOV2,3HOL4,3HCTl ,3HVE0,3HME1,3HME2,3HME3, 3HME4, 3HMES,3HME6,TSN03640 
*3n«E7,3HME8,3HME9,3H ,3H ,3H ,3U f 3H ,311 , 3 U , 31IMMY/TSN036S0 

C T S N 0 3 6 6 0 
END TSN03670 
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B.5 Sample Output 

The following page illustrates the output with the standard 

version. With the WATFIV version the output is the same except there 

is no reference to estimated equipment vector final values or to the Block 

Data subprogram. 

TESTER OUTPUT 
G I V E N SUUROUTINF. NAMe I S M IXERS 

G I V C N NUMOER OF INPUT STREAMS IS 2 
G I V E N NUMBE* OF OUTPUT ST '4EAM5 I S 2 
G I V E N LENGTH OF STKEAM VECTU.I I S 3 
G I V E N SUBROUTINE ACT I O H SIGNAL K S E T 5 I S 4 

COMMENTS AT START OF USER WRITTEN SUrtROUT INE MUST INCLUDE 

SOURCE OF MODEL 
M O D I F I C A T I O N UF MODEL 
TYPE OF PROGRAM 
PROGRAM O L i C I U i ' T I UN 
D E F I N I T I C M ur ,>A;<AMETI:RS 
AUTHOR NAMtS AND AODRL'iSES 
COMMENTS DESCRIBING EACH OPERATION IN YUUM PROGRAM 

IF IfcSTER STOPS 'HERE DUE TO NAMEN USING UNDEFINtU. THEN THE .1LOCK OATA 
SUBPROGRAM SUPPLIED KITH THE SUBROUTINE IS 1NCUKRECT. 

GIVEN THE FOLLOWING KOl> IP AUNT VECTOR 

EOVF= 5.000 LNTH= 4.000 MAG = 1.000 
DIV= O.f.00 

GIVEN THE FOLLOWING ESTIMATES OF EQUIPMENT VECTOR FINAL VALUES 

E0VC= 5.000 LNTHi 4.000 MAG = 1.000 
DIV= 0.500 

GIVEN THE FOLLOWING .iTP E AM VLC T JRS 

PROCESS INPUT STRMI 

STNO 1.000 P.000 
VLN 3.000 1.000 
FLOW 4.000 'j.000 

PROCESS OUTPUT STRMO INITIAL VALUES 

STNO 
VLN 
FLOW 

1 . 0 0 0 
3 . 0 0 0 
0 . 0 0 0 

3 . 0 0 0 
o.ooo 
o. o o o 
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E S T I M A T E D STHMO F I N A L VALUES 

STNO 1.000 2.000 
VLM 0.000 0*000 
FLO* 0.00J 0.000 

WARNING...STMESTI I 2) HAS VALUE OF ZERO 

WARNING. ..STMESTI 1 .») HAS VALUE OF ZERO 

WARNING...STMESTI 2 2> HAS VALUE OF ZERO 

WARNING. ..STMESTI 2 .»I HAS VALUE OF ZERO 

YOUR SUBROUTINE WILL NOW BE EXECOTED WITH THE AJOVE DATA 

TESTFR OUTPUT 
YOUR SUJRUUTINn HAS NU«J HCF.N EXECUTED - ANY PRINTOUT FROM IT, AUOVE, SHOULD BE 
AS EX°ECTEO *11H THE S I VEN VALUE OF KSETS. FOR EXAMPLE. PRINTOUT OF STRMU1.3) 
FOR DEHUGGlNG MA/ ,Jt COMtVNOEO WITH TH£ DATA KSETS=1 IF THE.SOJROUTINe CONTAINS 
THE FOLLOWING STATEMENTS.. 

IFCKSfTS.EO. 1 >WRI TE(o. 1 1STRMI ( I ,3) 
0001 FORMATU2H STRMI< 1 .3> = .1 OF.J> 

YOUP SUORUUTINF CALCULATED THE FOLLOWING PROCESS OUTPUT STREAM VECTORS STRMC) 

STNO I.000 2.000 
VLN 3.000 0.000 
FLO* 5.000 S.0O0 

ESTIMATED AND CALCULATED VALUES OF STR,MO( 1. J) OJFFER 3Y 
MORE THAN 100 PER CENT OF THE SMALLER OF THE 2 

ESTIMATED AND CALCULATED VALUES OF STRMO( 2. 3) DIFFER BY 
MORE THAN 100 PER CZ-tf Op THE SMALLER OF THE 2 

CHECK THE FOLLOWING 
POOR ESTIMATL3 
APE PARAMETERS IN CORRECT POSITIONS IN VECTORS 
CHECK ARITHMETIC STATEMENTS FOR L)H ACKET S . JfRUNG SEQUENCE ETC 
THY WRITING EQUATIONS FR(JM FORTRAN STATEMENTS AND CHECK 
CHECK INPUT DATA 

EQUIPMENT VECTOR FINAL VALUES 

E0VE= 5.000 LNTH= 4.000 MAG = 1.000 
OIV= O.S00 

STREAM VECTORS HAVE SEEN SET TO ZERO AND 
PROGPAM WILL UP RE-EXECUTEJ. IF EXECUTION HALTS JEFORE NEXT 
TESTER JUTi'UT, Y:)U ,IAVr_ IOT PROTECTED yjux P-JUuIMM AGAINST 
DIVISION £IY ZE.KU-VALU".) STREAH VECTJR COMRUNEMTS. 

TESTER OUTPUT 
YOUR SO.IROUT INf. HAS IS'-. EN SUCCESSFULLY RF.-E XECUT El> WITH INITIAL VALUES OF ZERO. 
THIS IS THE. LND OR TlSTt'R. 
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B.6 Background Information 

The TESTER program was originally developed by Mr. Ken Birkett 

and Dr. P.L. Silveston of B & P Silveston, Engineers, 550 Glasgow Street, 

Kitchener, Ontario, for the simulation workshop conducted under the aus

pices of EPS at the Canada Centre for Inland Waters, January, 1974. The 

latest version, by Mr. F. James Allan of B & P Silveston, Engineers, 

incorporates improvements suggested by experience at that workshop. 

Additional information and copies of the TESTER program may be 

obtained from B & P Silveston, Engineers. There will be a nominal charge 

to cover costs of materials, preparation and mailing. 


